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The particle does not retura to the point from which it started but9 experiences a drift in the direction perpendicular to the gradient
of the field, V, B . The motion is quite similar to the F X B drift

except that the trajectory in this case is not truly cycloidal-the
guiding center "wobbles" about a straight line perpendicular to V • B
(Reference 4). The calculated drift velocities are onLy approximate.
Their accuracy becomes poc-er as the scale of the fie:'. variation ap-
proaches the gyro.radius. The gradient-B drift velocitl to first order
in 7. B (References 4 anc 22.) is

- v.B xB
-b= - B (3-36)

g 2 2
9 ~~Zyrin wB2

c

The g-adient-B drift and curvature drift velocities ma.,- be combined

in on.. expression:

22 2S)ym 3 B
c

B vi 2  
(3- i)

The total drift velocity of 1:quation 3-37 often is cailea the gradient-B
drift velocity. For simplicity, it will be thus designated throughout
the remainder of this volume.

3
In the geomagnetic field that decreases with l/r , the drift velocty

is proportional approximately to L2 . The drift velocity in the azi-
"muthal direction at any latitude, X , is

/13 2 (1 s 2 5

2- + p3, + n(3-38a)g,, ., g, VmqRrBE
S- n1FB + 3 sin'! X)

At the equator where sin X = 0, the latitude-dependent part of Equation
3-38 equals 1, and the drift velocity (eastward) for electrons becomes

I

3-1
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• V (krni/sec)= 14.7f:, +p2 3. 86L2

+zp, - =3.86( + 2-§),L2

2 2

Tc 1.( (3-38b)

The corresponding drift velocity (westward) for protons is

V (krn/sec) = -8.04 x 10 1 (P2 + Zp I L v7080( +2 +

(3-39a)

Swhich in the nonrelativistic limit is

V (km/sec). - 15. 1((T + ZT )-L (3-39b)

,Mrmenturn here is in MeV/c units and energy in MeV. For rela-
tivist.- electrons, the magnitudes of the energy "components" may
be used .ýn place of the momentum. In Equations 3-39a and 3-39b,
a positive velocity results when the drift motion is toward the east.
Electrons generally drift toward the east and rositively charged
particles drift toward the west. Q

f N..

The gradient-B drift current induces a magnetic field that, inside
a region enclosed by the path of the guiding center, opposes the main
field of the earth. I'he drift current may be thought of as a dianiag-
netic current (Section 3. 3. 2; References 1 and 20).

'.Te gradient-B drift is much faster than the gravitational drift
for electrons and fast protons. The mean of (v 1

2 /2 + v1 i2 ) for iso-
tropically distributed thermal particles is 3 kT/m . k is Boltzmann's
constant 1. 38 x 10-16 cgs, and T is the temperature (Reference 2).
'The mean dri't velocity of thermal particles at the equator due to the
"nonhomogencitv of the field is

V (kim/sec) -• 4 x 10-9 "rL2 (3-40)
g

I A rnean temperature of about 2, 000°K appears to be a fair assumption
for both electrons and ions in the trapped radiatiin belts (References

23 through 27). The J-ii't velocity of thermal partic les then is

V (kn'..2 - 8 x IC 6 L , (3-d4i
3-2 g

o. ii3-2o
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which is comparable with the gravitational drift velocity of protons
S~(Equation 3-3Z).

3.3.2 Magnetic Reflection

Generally, a no.ihomogeneous magnetic field has regions where

the field lines corverge. In those regions, the magnetic force

(q/c)• x B has a small component directed along the field lines.

This component tends to deflect a charged particle away from a re-

gion of increasing field strength.

The magnetic force components are depicted in Figure 3-9. The

relative magnitudes of the force components are variable. Usually

the centripetal force is the major part of the magnetic force. Whe

the retarding force along the field lines is relatively weak, the equa-

tion of motion yields an acceleration (or deceleration) in the field

direction B (References 4 and 21):

DETAIL AT P'OI2T V

RETARDING

FORCE

SI FI LD ", •'-!K .if CENTR1IPETAL FORCE - ALONG

V ,V

, "I'TUIN -AHOU ND POINT
(9p,

Figure 3-9. Components of the torce acting on a positively charged particle
\ *A in a converging magnetic field.

3-21
L'..
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6N

al.: :dv,, 1 vx dB
,'' L d 3 3- 4 2a)

dt Z YB ddS

to first order in the variation of B with distance S along the field5. [line. The similarity to the drift velocity Equation 3-37 ebpecially
should be noted. Here, too, gravitational effects are comparable
with the fiel,1 inhomogen,'ity effects for thermal velocity protons.

The radial component of the equation of motion reduces to:

drv. - 1 v . dv B-- . (3-42b)

dt B dS (3-4

But v,. dB/dS is just the time rate of change of magnetic field in-
tensity as experienced by a spiraling particle. Equation 3-42b,
therefore, yields the simple relation:

Irv•.L 2 B (3-43)

Charged particles in a .:onverging magnetic field travel toward
the ' ends" of the field only as far as the turnaround or mirror points .
(Reference 1) where p.2 is equal to p 2 , the total momentum squared. . )

Trhis definition of the turnaround points is not in exact accord with
Section 3. 2.. 3. For all practical puL,poses, the turnaround point is re-.
garded simply as the location where there is no component of meo-
mection along the general direction of the fieldu To avoid confu- ir

sion, the term mirror point will be used here except when the
Sspecific meaning of Section 3.2. 3 is intended.

If tie magnetic field is closed at two ends, charged particles will
continue to 'bounce" back and forth until they either lose energy or
are deflect,.d by sonme external process. Figure 1-3 shows how
charged particles inove in the earth's field (ignoring drift motion).

It is convenient to define the p n p as the angle between
the particle's momentum and the magnetic field (some of the early
"literature or. magnetic trapping refers to the pitch angle as the com-

, A: picment of the angle defined here). The pitch angle is indicated in
,Fiures 1-3 and 3-9. Equation 3-43 is equivalent to a simpe rela-

1 tion which gives, at any point, the pitch angle variation in a magnetic

field:

Ssin o =.' 3-41.
p i

-2*Q- L-n
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"Equation 3-44 is presented nume ically in Figure 311-1. Bm i:i the

field strength at the mirror point. The pitch angle attains its mnini-
mnum, O , at the equator. A smallest allowed U , the cutoff pitch
angle, exists for any field line. Particles with s~maller pitch angles

would be lost rapidly because they peroetrate deeply into the atrno-
sphere (References 28, 29, and 3C,. "The cutoff pitch angle:

=arc sin 1B /B r '(3-45)
c 0 atnmobhere I

is plotted in Figures 3B-3 and 313-4.

THE MAGNETIC MOMENT OF A CHARGED PARTICIE. The
proportionality of p.2 and B ensures that the magnetic flux V A2 B
within an orbit remains constant. This result c;' , be shown to be
true generally, even in a magnetic field that varies with time (Ref-

erence 21). Charged particles behave as a diamagnetic mediumi.-
their motion induces a magnetic field in opposition to ")e externally
applied field (References 1, 20, 31, and 32). T' c Dioduct of the arca
enclosed by the orbit multiplied by the current around the perin'eter
is the -agnetic moment of a single gyrating particle. The magnetic
moment of a charged particle in a magnetic field:

v z - --B 2 -3-46 )
IiB n B-

is a constant if Equation 3-43 is valid. The energy-dependent factor
in the latter equation is plotted in Figure 313-7.

-j ~THE BOUNCE AND DRIFT PERIODS. The total time elaused be-ttween successive reflections of a trapped particle is the hotiinme period:

S.'R

,41 ~Snm dS 38(a ) (3-47)
b Cos 0

0 p
A quite satisfactory empirical approximation (with errors of less than
I percent) for particls trapped in the geomagnetic field (Reference 33)
is

"(sec) 0. 177 - [1 - 0.4635 (sik Of 0.73 (3-a8)]

It is often more convenient ta replace the exponent of the sin a0 term

by 0. 75; in that case the accuracy at large pitch angles is improved"with a slight sacrifice of accuracy at moderate pitch angles. Bounce

periods are generally several orders of magnitude greater than the

:%11

3-23
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gyro periods (;Zl0-1 second versus --106 to 10-5 second, respectively,
for the trapped electrons). Computed bou~nce periods a.-e shown in
Figures 3B-l0 through 3B-12.

Because it varies along a geomagnetic field line, the azimuthal
drift velocity (Equations 3-38 and 3-39) must be averaged over a com-
plete bounce period. The average drift velocity has been computed
and tabulated by several workers, particularly Lew (Reference 34).
At the equator the average is given quite well by the empirical for-
mula (which agrees with computed values within 0. 5 percent) (Refer-
ences 33, 34, 35, and 36).

c 2 v0.62
V I~R L E(-Y) /P1 -0. 3333 (sin) Of. (3-49)

The drift period is the timre taker, for drifting particles to make a
complete circuit of the ea rth; Equ.4tion 3-419 gives

t (I -0.3 33sn k(3 5 a

for electrons:c Lv( 2 1-O333in (30a

21Tel3 R

E E, 1. 557 104second(35b
m C

.2 and for protons:

~8. 481 second. (3-50c)

Drift periods are generally several orders of magnitude greater
than bounce per .ods9. The computed values are shown in Figures
3 B- 3- 3 B-- IaI• , a n d 3 B -13 .

3.3.3 The Motion of Field Lines

If charged particles gyrating in a nmagnetic field are to maintain a
constant magnetic momnent during changes in the field strength, their

ti

kinietic energies also must change. Energy normally is not exchanged
f A between a static magnetic field and charged particles. However, a
A variable rn~grnetic field irnduces an electric field that can accel-

erate charged particles. The induced electric field Eiis given
*1by Faraday's law, which states that the integral 0Ei .ds taken

3-24
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H (often written with a subscript, i.e., J or [omni] )' The omnidirec-
tional flux is just 47T times the intensity averaged over all angles.

4 The omnidirectional flux should not be confused with the net flux:

F =a j cos C d ( (3-86)
f~all angles]

which is the rate per unit area at which particles cross a ,lane sur-
face; C is the angle between the velocity vector and the normal to the
surface, dQ is the increment of solid angle. The flux, F, can be
negative or positive, depending on whether more particles cross the
surface from one side or the other. With regard to the trapped
particles, F has a meaning only when referred to a solid detector
surface, otherwise:

F = ZIT ' co j(P) pd -p 0 (3-87)

where C' is the angle between the field line and the normal to the
s u r face,

Since J is a function ýf B, it also may be regarded as a function
01 1.,'\!l - 30o/1 . With the Aid of Liouville's equation (Equation 3-82), '

the omnidirectional flux can be written as an integral involving
the equatorial intensity j (;A , j(M ,13

o o B

13, dIAi

J(B) : J(A'): 41T f (4 j o B ) o 3- 88a' "

0 Bf ul - B(I -1 .1 )I8b

0 0 0

The invers~e relation that yields j as a function of J cannot be written
in a closed form except for certain special cases. For a pitch-angle
distribution of the form

2 /
' A 0 u (3-89a)

:3-37
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the omnidirectional flux is

n/2 + 4/Z

""2fC / (3- 89b)

r( 3 + 2 • 30 
/2

"I'"I-

The distribution Equation 3-89b is particularly useful because it
approximates the steady-state solutions of a pitch-a,.gle dif-:s'on
equation (see Chapter 5).

Detailed solutions of the relation of j to J are available (Refer-
ences 61 and 62 ; a computer code which performs the integration is
listcd in Appendix 30).

3.6 HYDROMAGNETiC MODEL OF A PLASMA

3.6.1 Collisions Between Charged Particles-
Collective Behavior

in any ensemble oi particles, collisiors occur between particles.

These result in transfer of momenturn. The electrostatic forces
V between charged particles decrease slowly as the nutual separation

increases. Therefore, where a plasma is relatively tenuous, the
most important interactions are between charged particles. The
interaction forces between charged particles become negligible only
beyond the Debyc length or Deryc shielding radius:

kT
AA Z (3-89c)

"1 4 17 n e

e

(cm) z 6.9 e (3-89d)

-D n (cm"3)< I e

where Te and ne are, respectively, the effective temperature and
number density of "thermal" electrons. The shielding of electrostatic
forces is due to thermal fluctuations in the free electron gas (Ref-
erences I and 2). The effective temperature of the free electrons,
the electron temperature Te, therefore should be experct to appear
in the Debye length formula. The electron temperature above the
atmosphere is about I 500 to 2, 000 K (References 23 through 27),

3-38

,I



2 December 1974

1.A which results in )ebve length of

300 '

A (cm) • (3-90)D n (crn 3 m

e

, The Debye length in the lower trapped radiation belts is about 2 to
10 centimeters.

The number of particles within a sphere of radius XD, the Debye

spnere, is a measure of the importance of collective behavior. When

few paLticles occur within a Debye sphere, each particle interacts
only with its nearest neighbors. But when each particle interacts

simultaneously with thousands of other particles, any perturbation in

the particle distribution will result in transient electric and magnetic

fields that are felt by many particles. These fields tc;, d tu restore

the original particle distribution. Oscillations can occur as in any

mechanical system where restoring forces restrain the excursions

from equilibrium. The trapped particle belts are subject to a wide
variety of oscillation phenomena. Oscillations and waves in the

magnetosphere are discussed briefly in Section 4. A systeriatic

treatment of oscillations in ionized gases demands more space than
is available here. For further reading, see especially References
63 and 64.

3.6.2 Boltzmann•s Equation

It is advantageous to treat the behavior of a plasma statistically

through the evolution of a distributiorn function f. Liouville's equa-
tion must be modified to take account of interparticle collisions and

* ' nonconservation of f. The generalization of Iiouville's equation is
Boltzmann's equation (References 20, 65, 66, and 75):

""f f i F •L"f (3-91)

at Y,"t 1 collisions]

The notation V has been used to denote the gradient '6,,apl , /bp2

* ~6/ap 3 ) in momentum space. Considering the strictly relativistic

Boltzmann equation usually is not necessary. Most of the particles

in the radiation belts have velocities not significantly greater than the
.V~i thermal speed. Throughout the remainder of this -;ection, the rnomen-

"turn is replaced by nmv

* ",Boltzmann's equation in the absence of collisions is entirely equi-

valent to the orbit equations of Sections 3.2 and 3. 3 (References 20,

40, and 41).

'3-39
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MOMNTSOF BOLTZMANN'S EQUATION. B~oltzmann s equation
can be approximately solved if fluid-like equations are constructed by

means of an averaging procedure (References 1, 20, and 40). Two
important quantities are the number density:

r ,3
1(ii, , 't) d v (3-92)

and the streaming velocity:

1 3

k

6of particles of species k. These may be regarted as moments of the

distribution function weighted by powers of v. Another usiful moment

is the stress tensor or pressure tensor:

k;nk = !?.. 3.,,,~ g (3-2

k f.K~ f (i, •, t) ;' d v-u (3-94)pk= r k ,jj fk (' ,t vd• krrkuk~k(-4

Dyadic notation has been employed for the tensor P (Reference 67).

Another way of writing P is in terms of the components-

P.. rim <viv.> - nm <v.> <v.> (3-95)

The first momeut of Boltzmann's equation (averaged over Jf.fj d 3 v)
"is the equation of continuity:

+ + nkdk z 0 , (3-96)

"which guarantees that particles are conserved.

-3
The second moment of Boltzmann's equation (averaged over Ivd. v)

is the momentum conservation equation:

+ C , k F

(3- 97)

The effects of collisions between different types of particles are com-

bined in the term FC.

3-40
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The third moment is of less immediate interest. It describes the

transfer of energy and is somewhat analogous to a heat-transfer
ecuation (Reference 20).

3.6.3 Hydromagnetic Equations

The similarity of Equations 3-96 and 3-97 to the equations of hydro-
dynamics is obvious. A plasma often can be censidered as a continuous

fluid in which the total mass velocity (or average streaming velocity) is
.k : nkmu (3-98)

I The density P is the sum of all nrkmr s. The electrical current

density (in emu) is

n q u (n. Z.) - e ns ] . (3-Q9)

k

.+Z.e is the total charge on an ion. When the Boltzmann equations "or
:,leIctrcns and ions are combined, the result is the hydromagnetic equa-
tions (References 1, 20, 38, 40, 41, and 42) or magnetohydrodynamic

-\ equations. The mechanical force equation is I.,' ,'

- J JxB - v* P (3- 100)

nd Ohm's law is

e + x P - x -
2 8t c n e e n e

n c e e
e

(3-101)

Spatial derivati'.es and term:-s of order me /mi have been ignored.

"--quation 3-100 is still recognizable as the basic equation of motion
of a fluid. Equation 3-101 has been called Ohm's law because of its
simi.arity to the conventional Ohm's law for a conductor. The last

term on the right in Equation 3-101 contains all the effects of collisions
between positive and negative particles. The proportionality of this
term to J does not follow directly fromn Boltzmann's equation, but

3-41
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rather from the assumption that the momentum exchange between un-

like partic!es should be proportional to their relative velocities

(Reference 1). The constant of proportionality 1/a is called the elec-

trical resistivity because, in a uniform, steady state plasma with no,

magnetic fields, Equation 2-121 reduces to the familiar form of Ohm's

law. The inverse of electrical resittivity is the electrical conductivity.

The conductivity is approximately

2
n e

e
2 (3- 102)

Mn c V
e c

vwhere !/c represents the frequency of collisions between electrons
r and ions (References 1, 68, and 69).

SFIELD EQUATIONS. A contintrity eqiation for electrical charge

follows immediately fronm Boltzmann's equation. it is (Reference 1)
the charge conservation equation:

8Q j 0 (3-103)

i

The localized excess charge density is

Q nq . (3-104)
k k

The diamagnetism of a plasma, mentioned in Section 3. 3. 3, is a
general result which makes possible including the gyro-motion part of

the current in the total magnetic field. Maxwell's equations, which
describe the electric and magnetic fields of a plasma, are ther

(References 1 and 70)
V E = 4ffQ (3- 105

V. B = 0 (3- 1u6

7t XE - (3- 107

=% V 1 aE"~ 4TJ" (3- 108
c at

S' 3-42
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1  The units of these equations are discussed in .' ppendix 3A. J is only
that part of the current doie to the relative motion of different corn--
ponents of the plasma. The appropriate measure of the magnetic field
is B , which here ii. called the magnetic ffeld intensity.(:: conventionally
is referred to as the flux densjty or magnetic induction. The designa-
tion magnetic intensit-t or field strength conventionally is reserved for
1- = B/(permitivity). The magnetic moments of individual particles are
included in B, which is the field that would be measured at any point.

SOLUTIONS OF THE HYDROMAGNETIC EQUATIONS. A com-
plete description of a plasma requires one more equation-an equation
of state relating ne and P. Employing a simplified equation of state
usually is sufficient and desirable; in the trapped radiation belt, ne
can be assumed nearly independent of P.

The dyn,-mics of a plasma, including flow and wave motions, can
be treated by methods similar to those developed for the solution of
problems in classical hydrodynamics (References 38 and 71). A
special coumplication of hydrofn'agnetics is that the prdssure is a tensor
(References 40, 41, and 42). This means that motion along the mag-
netic field direction is not simply related to the transverse motion, nor
does the motion along the field correspond'very well with the mnotion of

a mas.ive fluid. Only for waves and flow transverse to the magnetic
field is the hydrodynamic analogy entirely valid.

TRANSVERSE DIRIFT CUI7RRYINTS. A rather confusing aspect of
Equation 3-101 is that i. does not predict a steady current due to a
gradient in the magnetic field strength (as in Equation 3-37). This
dr ft current actually is contained implicitly in the pressure gradient
""teri. If 71 = 0, the density of guiding centers of particles drifting
in scme arbitrary direction is balanced exactly by the density of
..guidivg centers of particle,- drifting in the opposite direction. I-low-
ever, if the plasma is of finite extent or has a region in which 17 P is
finite, it is possible for a current to flow (Reference 1).

3.6.4 Electrical Conductivity Tensor

When pressure gradients can be ignored, the Ohm's law equation
(Equation -..101) resembles the conventional Ohm's law in that J and

J-' E appear only line;arly, although they may be in different directions.
If the fields and current have parts that vary sinusoidally proportional

to real part (eiwt), the time derivatives can be replaced by

a iWt iWt

!"14 ~3-43 '
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Equation 3-101 reduces to (Reference 2)

rn c

e iWJ j E n e J X B - - (3-109)
n e •

The current and electric field may be decomposed into vectors parallel

and perpendicular to B = B 0 ( B (eiW t):

E = E1 + Ec1 (3-110)

=" cor E + ca + cC X31,
o " 1 .. ZB o

The tensor equations:

J- c' -E (3-i I

a 2  a 0 (3-113)

0 0 a
0

are identical with the preceding equations and usually are preferred.
Note that no universal agreement exists on the choice of signs in the
off-diagonal (a 2 ) components of Cy. The notation here is perhaps the
Smore frequently used.

.CONDUCTIVITY TENSOR IN AN IONIZED GAS. Equations 3-109,
"'3-110, and 3-111 can be solved readily for the specific electrical
conductivity _ o , the Pederson conductivity al , and the Hall conduc-

The total current is the sum of contributions from all

types of particles. The total conductivity is the sum of ion and elec-
tron contributions:

a y.'a . (3-114)
I e
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The components of the conductivity tensor (in emu) (References 72,
* 73, and 74) are

2

ne .(__.)_( ___ (3-ei )
[e x e e e

n e( (_ _- i1 )
Ie2 - We

n. eW
e 

e 2ranil (W2 - ivz W m L e -v We I

(3-117)

The frequencies L/i and Le are, respectively, the rate of collisions of
ion.i with neutral particles and the rate of collisions of electrons with
all heavy particles. ,

The conductivities in the zero-frequency limit are

2
-I _eI__

• ~~n e Ue,

a ;---'\ýV elje) a 3-18

22 (3-119)
mc L n i(t i. + W . ) m 'U ¼ W e ) JLi e e e Ji

2"ne e
e e (3-120), •"• 2 2 2 ' 2(3 1 O

r , W.(. w. ) r (u + 2)
,, 1 1 e e e

j 3-45

- . . . . . . .. . . . . . . . . . . . . ...', : £ , : , - , • . , ' , : ; - . : , . . -- - . . ,. . , , . . , • , . . . . . -. , : , . , . . :



fl 2 December 1974

As the collision frequency become negligible, ao becomes very large
1whereas L and a 2 approach zero. The contribi'tion of each component.

to the Hall conductivity is exactly the tarne as would be given by the
EX D drift.. The total Hall ctirrent is zero. The current trans-
verse to thte magnetic field must be equivalent to the E X B drift cur-
rent. However, in a steady state (w - 0), elh-ctrons and ions drift
together so -hat no transverse current is expected.

The actua. direction of I-fall current flo%x de-ends on the relative
* importance o. two terms. With the sign selected here, 0, is gen-
2 I erally positiv. in the ionosphere between 70 and several hundred

kilometers altitude (References 27, 73, ahd 74). The ttall conduc-

tivity in tho io,.osphere is quite large; it is responsible for the polar
electrojets-svrong currents which flow across the geomagnetic
field lines (Reference 73).

3-46
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Figures 3B-I0 and 3D-11 give the bounce and drift periods of
trapped electrons and protons, respectively. The abscissas are the
kinetic energies. Separate curves are plotted for selected values of

.L Ro/RE. These figures were constructed for particles with 90-
degree equatorial pitch angles; the detailed pitch-angle variation
can be found in Figures 3B-12 and 3B-13. (The guidiiig center approxi-
,mation and trapping conditions break down at very high energies where
the bounce and drift periods become comparable.

Figure 3D- 1? shows the bounce period and the second adiabatic
invariant as functions of equatorial pitch angle. The bounce period
tb and the second adiabatic invariant J contain, respectively, the
integrals

4 fSn dS/p

and
• ,) /Sm4 Sm pdS

01o

integrated along the field line from the equator to the mirror point.
The factor of 4 accounts for a complete bounce period (Equations " :
3-47 and 3-75). These integrals are shown in this figure (also in -
Table 313-I). The length, S, of a field line woluld yield a curve

4S/Re falling between and passing through zero-ordiinate at a 90-
degree pitch angle.

The complete J integral is

J - R jp = I.REJp

and the bounce period is
"L R 7/v - LR g/v

0b 0

The nmonientum p and velocity v can be found from Figures 3B,-6 and
3B-7. Any ji several units may be employed for J The nmost con-
mon are cgs units or mixed units--(NeeV;ci cn,, or (.%le\: c. (earth
"radii), A third alternative, Me V sec, is less useful. The appropriate
numerical conversion is J(NieV secondh)- 0. 02125 t.p(NleV.'c1.

For examole: A I -MIeV electron has a velocity 2..I x 10 centi-

meters per s":cond (Figure 313-6). If the equatorial pitch angle is 30
degrees •ac I. = 2, the ordinate 9 is -4. 0 and the bounce period is tl-
6. 37 x 10 x 2.0 x 4.0,2. - :I 1010 - 0. 1,- second. 1Ihe monmentum: is

3-70
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Figures 3B-10 and 313-11 give the bounce and drift periods of
trapped electrons and protons, respectively. The abscissas are the
kinetic energies. Separate curves are plotted for selected values of
L s Ro/RE. These figures were constructed for particles with 90-

SI degree equatorial pitch angles; the detailed pitch-angle variation
can be found in Figures 3B-12 and 3B-13. (The guiding center approxi-

mation and trapping conditions break down at very high energies where
the bounce and drift periods become comparable.

Figure 3B- 12 shows the bounce period and the se'ýond adiabaticinvariant as functions of equatorial pitch angle. The bounce period

tb and the second adiabatic invariant J contain, respectively, the
i.ntegrals

S rn dS/IM

o' 0
and

4 m pdS

010

integrated along the field line from the equator to the mirror point.

The factor of 4 accounts for a complete bounce period (Equations
3-47 and 3-75). These integrals are shown in this figure (also in !',A'•

Table 3B-1). The length, S, of a field line would yield a curve
4S/Ro falling between and passing through zero-ordinate at a 90- "'

degree pitch angle. "

•',IThe complete J integral is

J - R jp L 1,R Jp
0 F

and the bounce period is
tb z R o3v m LR E/v

The momentum p and velocity v can be found from Figures 31t-6 and
3135-7. Any of several units may be employed for J The n-ost con-
•mon are cgs units or mixed units-(Me\,'c) cm, or (NIeV.c, (earth
radii). A third alternative, MeV sec, is less ulseful. The appropriate
numerical conversion is J(MeV second- 0.02125 ! p(.1e%'.,c.

"1.!] For example: A I -MeV electron has a velocity 2. n x 10' 0 cen~i-

meters per second (Figure 3B-6). If the equatorial pitch angle is 30
degrees yd I. 7 2, the ordinate 3 is 4.0 and the bounce period is t, -

6. 37 x 10 x 2.0 x 4.0,.2. 1 6 10, 0. 16 second. The m-omentun: is

3-70
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.. 1. 4 NMeV/c. The second adiabatic invariant is therefore 3 2 x I1. 8 x
r I . 4 I 45. 0 (M e \ /c) RE The dfgenc rate adiabatic invariant is j =J/p

3. 6 Ri.E

The velocity of a I -MeV proton is only I1. 4 x 109~ centimieters per
second (F'igure 3B-7). If the pitch angle and 1, zý.re the sam-e as for
b~1the electron in the first exam~ple, the proton's bounce period is j
6. 37 x 108 X 2 x 4. 0/1.,4X 109 = 3. 6 seconds. The corresponding.
gyro-periods of electrons and protons at L. m 2 on the equator arc
9 x 10-6 seconds and 1. 7 x 10-? seconds, respectively (F'igure 3B3. 9'.

I DAY

Sj I

''U

Figure 3B-10. The bounce and drift periods of trapped
electrons as a function of kineti nry
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-IT

IBOUNCE PERIOD

tb(sec) f 6.37 x 108 L&/v(cM/%ec)1f t 0. 0.02126 LW/(,/c)

m 0.02126 LSE(PMV)/p(MiV/1)K5

k __ _ ._ _ __._ _

Ii 11
1 121. 1 "

'-I 0-I

SECOND ADIABATIC INVARIANT

-0 0"/J(0) ft 3,405 x 0LJp(M'V/)_ __ .W v -,. 37 xI. ;;.7:iv
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:. IV< i ,

"~~Figure 3B-12. The bounce period and second adiabatic invariant as functions

of equatorial pitch angle
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Figure 3B-13 presents the azimuthal drift period as a function of
the equatorial pitch angle in the earth's field. This figure, together
with Figure 3B-14, which provides the energy-dependent factor, can
be used to determine the azimuthal drift periods of particles trapped
in the earth's magnetic field (Equation 3-50). The average angular
drift velocity is simply

2 217 2 7ITLE(v /c

d ttd

The drift velocity at the equator is the angular drift velocity multiplied
by the equatorial radius R = LR oro E

2f L 2 R E(v /c 2

V E

For example: The e ergy-dependent factor for a I-MeV elec-tron is E (v 2 /c 2 ) = p 2 /ym = I. 3 MeV (Figure 3B1-14). If the electron has .
an equatorial pitch angle of 30 degrees, the ordinate of this graph is
6, 250, which, at L = 2, reslts in a drift period td 6,250/2 X 1.3 =
2, 400 seconds = 0.67 hour. The average angular drift rate is 27 /2, 400
0. 0026 radian per second = 0. 15 degree per second or 0.83 degree per
bounce (Figure 3B-10). The average drift velocity is V = 4. 0 X
10 4 X (2)ZX 1. 3/6, Z50 = 33 kilometers per second.

For a I-MeV proton, the ordinate of Figure 3B-14 is so small
that the approximation E(v2/c2) -z2 may be used. If the pitch angle
and L-value are the same as for the electron in the first ex-
ample, the drift period is td 6,250/2 x 2 = 1,560 seconds
"0. 43 hour.

"3-74
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AZIMUTHAL DRIFT PERIOD

r(w) L 1
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*/Figure 3B-13. Azimuthal drift period as a function of the equatorial pitch
angle in the earth's field.
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Figure 3B-14 contains the e:. rgy-dependent factor employed in
azin-'athal drift con.:utations, The square of particle i.-omentum
divided by •' (or to, il energy multiplieed by velocity squared, occurs
frequently, particolarly in conputations relating to Particle drift
motions. For nonrelativistic -articles, this factor is ncariy equal
to 2-. Accurate val':es at higher energies can be fo nd fro1 1 the
formaula:

:) ,')'f = )
2I2

or Krom Fiigure 3B- 14. The ordinate and abscissa are :n the sarne
units.
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Figure 3B-14. Energy-d,-pendent factor employed in azimuthal drift computations.
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Figure 3B-15 shows constant-j curves in a dipole field. The upper
< ]half of this figure shows some selected contours of constant degen-

erate adiabatic invariant, J= J/p (in units of earth radii, RE) in a
dipole field. These curves contain the mirror points of all particles
having a particular value of , . The constant-J surfaces, constructed
by rotating these curves about the polar axis are open and funnel
shaped. The curves are labeled with the value of J in RE . Several
dipole field lines also are shown.

The constant-, curves are not the mirror point traces of particles
that preserve adiabatic invariants while drifting across ,-shells.
The constant adiabati.: invariant curves, labeled with the values of
J2 /N'm J.Bm in gauss square centimeters or gauss Ri, are shown
in the lower part of the figure.

,.'-
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Figure 313-16 contains constant adiabatic invariant curves in B, 1.
coordinates. Constant J 2 ,'Mmn contours, such as in the lower part of
Figure 313-15, are shown in Figure !B-16 in B, L coordinates. The
mirror point of a particle drifting across L.-shells while preserving
the first two adiabatic invariants will follow a trajectory such as these.
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Figure 3B-16. Constant adiabatic invarinnt curves in B, L coordinates.
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Figure 3B-17 presents adiabatic invariants of particles entering
the atmosphere. The quantity J 2 /Mm is shown as a function of L
for particles entering the atmosphere mirroring at 100-kilometers
altitude. J, M, and m may be in cgs units, or J may be in MeV/c

cm, M in MeV/gauss, and M in MeV.

For example: A I -MeV electron mirrors at 100-kilometers alti-
tude on L 2 . From this figure, the ratio of its adiabatic invariants

2
is J,/Mm = 30 gauss RE . If the electron started at L = 6 and

drifted across L-shells while preserving its adiabi'tic invariants, the
ratio of initial and final mirror fields, Bin, can be found from
Figure 3B-19. The ratio is Bm(LJ 2 /Mm = 180),Bm,(LJ 2 /Mm =

60) = 1.3 X 10-6/1.8 x 10-'= 0.07. The constancy of the magnetic
moment ensuies that the ratio of initial and final momentum squared

is the same as the ratio of the B 's. When observed on L = 2, p 2 /2n,
was 2 MeV (Figure 3B-8). Initially, p2 /2m must have been 2 × 0.07 =
0. 14 MeV. The initial energy was approximately the same (0. 14 MeV).

I
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Figure 38-17. Adiabatic invariants of particles entering the atmTosphere.
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Li ' Figure 3B-18 contains an equatorial pitch angle as a function of
I L for constant adiabatic invariants. The equatorial pitch angle Oo

varies so slowly with L that this figure has been folded over many

K.. times. The value of 1, can be found by multiplying the coordinate
on the lower scale by the factor above the appropriate segment of
the curve and dividing by J 2 /Mm . The dimension-, of J, M, and m
are the same as in the preceding figures. If J 2 ,!Mm is an integral

power of 10, for example Ion, I, and %o may be read directly from
the curve labeled xlon

Small changes in Cf can be computed accurately by using the aver-

age slopes given on the right side together with the formula:

&o 0 [constant] [slope] x log 1 0 L

For example: A trapped particle is initially at L 6 with an
equatorial pitch angle of 50 de rees. The abscissa of this firure is
at LJ 2 /Mm = 6 X 10-1 gauss RE.. Therefore, J 2 /Mm is 10 gauss
RE. The L-values may be read directly from the scale at the bottom.
If the particle drifts to L = 2 while preserving its adiabatic invariants,
the new equatorial pitch angle is 57. 8 degrees. When the preceding
simplified formula is used, the new pitch angle is computed to be

Ot 50 degrees i (-16. 1) log 0  ° 57.7 degrees0 ' 1~g0 L=--'6 7 dge s| ,

"'Il

p tI
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Figures 3B-19a and 3B-19b show a mirror point field as a function
oi L for constant adiabatic invariants. These figures contain essen-
tially the same information as the last several figures, except that
Pm has been multiplied by (Mmo) 3 /J 6 to obtain a unique function of
L (J 2 /Mm) . The parameter J2/Mrn common to the ordinate and
abscissa may be computed or, alternatively, determined from the

preceding figure. If Jz/Mm is an integral power of 10, for example
Ion, L may be read directly from the curve labeled xl0n.

Constancy oi the magnetic moment requires that p 2 /Zm varies
directly with Bi. The kinetic energy can be found, therefore, from

Figure 3B-8.

Small changes in Bm can be computed with the aid of the average
slopes at the right side and the formula:

lg 1 0 B " [constant] + [slope] X log 1 0 L

The figure has not been continued beyond L 103 because, for
smaller L values (Of > 80 degrees), B is given quite accurately by

the simple formula: 0

m

For example: The equatorial pitch angle and L of a trapped par-
ticle are 50 degrees and 6, respectively. From the preceding figure,
J 2 /Mm is 10.1 gau.s RE The mirror field may be read directly
from the curve labeled 10- (after multiplication of the ordinate by
10-3). If the particle drifts to L = 4 while preserving adiabatic
Invariants, the mirror field changes from B. = 0. 0024 gauss to
Bm =0.0076 gauss. If the particle is an electron with initial energy
of I MeV, p 2 /2m is about 2 MeV (Figure 3B-8). The momentum

squared is proportional to the mirror field if the magnetic moment is
preserved. Finally, p2 /Zm is 2.0 X (0. 0076/0. 0024) = 6. 3 MeV.
The final kinetic energy is about 2.2 MeV. The energy of a trapped
proton is more nearly proportional to Bm. If the drifting particle
were a proton, its energy change would be from 1.0 MeV to 1,0 X

(0.076/0.024) 3.2 MeV.

.'1 3-86
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Figure 3B-19o. Mirror point field as a fknction of L for constant adiabatic
invoriants.
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l •,~A PP.i,,ID IX 3C

. •CONVERSION OF OMNIDIRECTIONAL FLUX
[ ,C, DIRECi IONAL FLUX

This F'-ortran subroutine integrates a tabulated -et of values of
ojnirdirectional flux to obtain directional ;luxes and the beta parameter

(see Chapter 5). There is also in option which allows the program to

perfornm the integration from j to J . The dimensions of the arrays
are set at 1; with some computer systems, it may be necessary to
enter the desired dim-ensions in the dimension statement.
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SECTION 5

SOURCES AND LOSSES OF TRAPPED PARTICLES

G.T. Davidson, Lockheed Palo Alto Research Laboratory

5.1 INTRODUCTION

Most of the unsolved problems relating to the trapped radiation
belts have to do with two broad question: (1) Where do such large
numbers of energetic particles come from and (Z) Why, aftcr they
have been trapped, do they disappear again? Only partial answers
are available. The source of high-energy trapped protons has been
ascribed with a fair degree of success to decay of cosmic -ray-
produced albedo neutrons. The same mechanism is quite inadequate
to explain trapped electrons and low-energy protons.

Observations of the decay of artificial radiation belts have shown

that the principal loss mechanism onl low L-shells (L < 1. 25) must
be collisions in the atmosphere. Some additional loss mechanism
must certainly exist that affects particles o2 higher 9-shells.
large amo'ant of effort has been expended in anaiy7ing the effects of

diffusion of particles across L-shells, and limited success has been
achieved for some special instances. Otherwise, the L- shell dif-fusion theory is far from complete.

Many interesting particular A--fects have been explained, but their
relevance to the overall picture of trapping and losses is not well
understood. A recent Subject of much attention ha-s been the inter-

C action of pla sma waves with trapped par tiecles. This topic is still
rather cont rover sial.

The Sections 5. 2 and 5. 3 treat the pure loss or source mecha-
n.sms, such as loss through repeated collisions with atmospheric
particles and the neutron decay injection teory. Sucttr edding sub-
sections discuss more complicated processes that may be respon-

nsible not only for injecton and removal of particles but also for
redistribution within the trapping regions.

Unfortunately, space limitations prohibit piring all the important
reference materials. The references in this section are intended

5-1
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primarily as a guide to further reading. For more detailed treatments

of the subjects in this section, see References I and 210.

5.2 LOSSES IN THE ATMOSPHERE

5.2.1 Particle Collisions

Section 3 considered the motion of isolated particles. The results
of Section 3 hold if particle collisions do not substantially alter the

motions. Not obvious, however, is that collision effects can be
ignored when dealing with large numbers of particles. In the lowest

parts of the atmosphere, .be air behaves as a collision-dominated
fluid with only rare manifestations of plasma-like behavior. One

should expect that intermediate regions exist in the high atmosphere
in which the effects of collisions and electromagnetic fields are

comparable.

A fast, charged particle in an un-ionized medium loses energy
efficiently through collisions with atomic electrons and nuclei.i Orbital electrons involved in a collision may be excited to higher
energy stater, or may be removed completely from the parent atoms.
The resulting energy lost per unit trajectory distance by a fast par--
ticle of charge ±e and velocity v encountering stationary particles

of charge ±e is the stopping power (References 2, 3, and 4):

dE_ dT- Zfe 4  (maximum energy exchange)
-d - ;"- _ n In

vds ds mrv (minimum energy exchange)
"' ' r

The energy loss is proportional to the number density of stationary
charged particles, n . The mass that frequently appears in formulas
related to collisions between two particles is the reduced mass

(Reference 5):

. 1 m 2
mr ml+ m 2  (5-2)

"When both particles are electrons, the reduced mass is rre/2.
When both are protons, the reduced mass is mnp/2. Otherwise, if
one particle is an electron and the other is much heavier, the reduced
mass is nearly equal to the electron mass, m,. Because the reduced
mass in collisions with electrons is small, the slowing of heavy,
charged particles is due almost entirely to collisions with bound and

free electrons (Reference 1).

5-2
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Table 5-1. Excitation ionization potentials (Reference 23).

Predominates in

Material I (eV) log0 I0 Altitude Range
(kin)

Air (nitrogen) 87 1.94 < 300

Oxygen 97 1.99 300 < h < 800
Helium 44 1.644 800 < h < 5000

Hydrogen 18 1.26 5000 < h

Equation '-7, the first two terms in the square brackets becom,.
6. 60 1-)t,; (nit,/mp)T(MeV). The differenct betwecn Equations 5-7

and %-9b is ,nly atut 10 pcrcc'nt when particles ni comtiparable veloc
ities are ( o:-sidcrcd.

Thb ctwie loss lifetime is of order

F - ( - d ""',,t) V ;

It; thL, -pp,,r ,art ," the trapped radiation belts where the total aver-
age" e(ec-,tron density may be of order 103 per cubic centimeter

(Refere•incs 2k,, -', ,:d ý2), the predicted lifetimes of trapped elec -

t"t,'. i.s aw tl p o•r ,; Auld be of order 20 and 60 years, respectively.

- ] . p;irtc . .-.ifi( ;,nt energy could very well remain trapped "or a

bt tiný'- i' Ili, onl'.' effect of collisions were a degrad.-tion of kinetic

5.2.2 Cumulative Deflectioný-the Fokker-Planck Equation

.n 'n'ergy loss; formula is not quite adequats to describe the re-

:axat,;on (of Ihm rged partich -s in a plasma. 'The tota' accumulated
deIlh( tions of a particle (an become so great that eventually there

is no lon ite r a well-,efilned "forward' velocity. Auditionally, the

descr,.),,, st,')ppin . power lormulas are tn,,t very accurate when the

speed o: the piarticlc under scrutin y is not muc h greater than the

th-,ermal sp.ee.d. A omplete. treatment of collision effects must in-
c-lude explicit'y the random nature of individual collisions; the

5I
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expected deflection after many collisions should be related to the
probable deflections in individual collision events. TIhe Fokker-
Planck -quation satisfies these criteria quite neatly in predicting the
evolution of a single-particle distribution function fix, 7, t, (References

24 through 27). Because of considerable confusion about its proper
use, a brief derivation of the Fokker-Planck equation -Reference 2,S
is given here. Suppose that S(Q, 6;, t) d-v 6t is the probability that

a test particle within the element of velocity space defined by • and
d 3 v 'momentum space could as v.ell be employed- experiences a small
deflection 6i sometime between t and t t 6t. One nmay assurne th.at S

does not contain time as an explicit variable; this assumption defines U
a Markov process in which the expected behavioi" of a dynamical sys-
terr- does not depend on its past history (Reference 24). (Many inter-
actions between particles are not Markovian, particularly if the test

particles have internal energy states that may be excited durinng or
between collisions.) During a time interval, 6t, long enough to in-
clude a considerable number of collisions, the distribution function

evolves according to the formula:

f(u. , t I 6t) - [ all 6ui] f(ui - 6ui, t)

S(u - 6u., 6ui.) J d3 6ui t (- 12)

The velocity coordinates have been generalized so that the com-
ponents of v are Ilýnear functions of sorne set of ui. The infinitesimal

vulo:rnc element d (6v)' is eqkiivalent to (d6ull l, (1u5 ) d(boo3). The

6ii are related to (artesian toordinates by the Jaco:)ian (ieferen e Q):

=' (6v ) o6 v 6 ;'(6v

.•-i :a(6ul)"( 6 Ul (6u1

ý- (6v ,6v, 6%, ) (6v ) ý(6 v ) •(6v
x ), z =Determinant x ( z

- (6u10 6u?, 6u a (6u ) 6( 6 U ) 6U
p3

8 (6• v (6 v ) 1(6 ,v

a(6u ) (6 u ) 6( 6 u
3 3 3:i' (5-13)

5-10
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S .Of course J can be written as an explicit fonction of one set of variables,

say ui. A Taylor series expansion about 6u,-o gives to first order.

f f(ui, t)":fkiui, t0 6t

3

( 5 i J(ui)f(ui-t)Swi,6ui) 6ui .

3 3

(5-14)

The probability S is normalized so that the total probability of a
collision S d 3 (6 -) is equal to 1 (including collsions that result

in no deflection). The generalized Fokker-PIlanck equation may be
written immediately fron, Equation 5-1.:

.t. . "" - (Jt (A u-

j~
3

, - Z" J f ,',u i , L u k .( 5 - 1 5 )
j-1 k-I bu. •ukj• u - k

The Fokker-1'lanck coefficients represent averages of the probabilities
of deflections, and are defined as:

ýt uj uSw6id(61)]6
u-Ju )(u, u )d6a 6 d'6t a

d Z k 0 .) S Ji I •t

(,, Au1 Au)} O t u JOu.) S•(., 6 6 .'c -i )
"T ho' Fokker-lPlanck equation can oe fiirther generali,,ed to apply to
any quantity that •.hanges ;n andtm:, disc rete steps; thle derivation

above also applies to a ,jiace of any arbitr-iry nori:ir of dinwrnsion:

In cartesian coordinates, the lFokl.,r-Plantk eqiiat ion has ;i siiiIplc
I tensor fornm (Referen e ýLh:

I f~ IL ;7 vIýL

. 5-11
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The notation ( ) ( ) refers to dyadic -nultiplication (Reference
Z29). 7 v is just the velocity space gradient.

~v
Using a coordinate system with a symmetry exis that coincides

with some special symmetry axis of the physical system often is

convenient. No Fokker-Planck coefficients exist involving the az-

imuthal angle about the symmetry axis. In cylindrical coordinates,
is decomposed into parallel, vu , and transverse, V, , components.

The Jacobian is Zvv. The Fokker-Planck equation that results

is

- v1 f(A VII) + f(av)

+ e (f (A v,)Z 4 . + f(AV,, AV
2 I2 1 , a ____

kv. -- f avA av 1
.j (5-18)

+(V1.

In velocity v and pitch angle a coordinates (spherical coordi-
nates), the Jacobian is 2lvz sinc. The corresponding Fokker-
Planck equation is

co a t(.) of +~ ~ f'A v)
I1

t p 01 p \v N v.
Pz

- ,.If < ( >
7 p ;ýO, ) P

p p p

2P

+:.1 - - f ((6 V ) (5-19)

The cosine of the pitch angle, A , is usually a convenient variable,
i r which case the Jacobian is 2 rv2 and the Fokker-Planck equation

Ain velocity- pitch angle cosine courdinates becomes

5-12
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'2

I a a 2

+- - f+LA))+a
bJ •/Z v a; v- ( U

+ + 2 + 1 , f )AV) (5-20)

In the last equation, the velocity could have been replaced by the

kinetic energy with a resulting Jacobian of just Zn (the number of

particles in dTdm is Znf(T,A) dTdJt). The Fokker-Planck equation

in energy-cosine pitch angle coordinates is

+ - - f<(A )T) + O)LT ). (5-.21) :..

3T A TZ

The Fokker-Planck equation represents a diffusion in velocity

space (References 24 and 26). Partic:es starting in a group at one
point in velocity space eventually will become difficult to identify as

• members of the original group. However, after a finite time interval,the particles that were originally traveling together have not only

different velocities but also different spatial positions. It is neces-
sary to define the distribution function so that it is spatially invariant
when collisions are ignored. This requirement is not always trivial.

Usually, the distribution of velocities at a fixed point(or surfacelis
adequate to determine the behavior of the entire ensemble (Section
3. 6).

THE DIFFUSION EQUATION AVERAGED ALONG A FIELD LINE.
The Fokker-Planck equation can often be reduced to an equation in tv.o
variables, say x and t. If it happens that a particular- tolution, f. is
known for which Mf/ýt is zero, then there is a simple relation between

the coefficients (6 xand ((A xP)

1 ((Ad 2
: '..:i ~ ~~f8  (t• x - -; , f < ( )

2 s -' (5 -Z? a)

5-13
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(For examples of cases where this applies, see Sections 5. 4. 3 and 5. 5.
If the second coefficient is replaced by

'the Fokker-Planck equation reduces to

This equation (IReference 16M, or i'- n'ore usual forni

4 ] ( ~ 5-2Ic;
St Cx x3

is immediately recognizable as the diffusion equation.

When the variable x is changed to a new variable, say y, the diffu-
sion coefficient D, must be altered to preserve the forn-i of the dif-

fusion Equation 5-Zlc. From the remarks above, it foilows that the
new diffusion coefficient is related to D.X by the formula

(y 2 1 d)

It is often feasible to establish a coordinate system in which the
diagonal Fokker-Planck coefficients (e.g. (A•JAT) ) are zero, and pitch
angle or some closely related variable is the primary variable. The
contributions to af/at due to energy diffusion and pitch-angle diffusion
are additive, so it is meaningful to speak of the pitch-angle diffusion

,1 equation:
•a i

(•OT = const : •j-e

Pitch-angle diffusion in the geomagnetic field is complicated by the fact
that the phase space element (dwdT) changes with B along a field line.
Equation 5-21e can be averaged over the length of a field line by using
Liouviile~s equation (Equation 3-821 to relate the changes in the pitch-
angle distribution at the equator to changes induced by diffusive pro-
cesses at any arbitrary point.

5-14
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If the variable jA is transformed to its value at the equator. po. and

- the pitch-angle diffusion equation averaged over a trapped partil le tra-
,ectory, the result is

dS dS-K -P /ii '. ~- 2 _

lB0 M\dS/ - f

Sf 0 1 f r
S- --DtM (5-2 igKt t bo L° PO/ 2o

where the subscripts o imply that a variable is evaluated at the equator.
If the pitch angle, U., is selected as a variable, the averaged diffusion
equation is

St tbSilZ 5 0
_;_____ Noe, ha -/ol : t,• (• sin 0o2% . )lh

I 0
(Note that DMO 0~a (s0 ) .

A useful way to treat the loss cone is to assume that particles with-

in the loss cone (gso > Pc or 0o < kc) are lost, on the average, in half

I the bounce period. The diffusion equation within the loss cone becomes

f0  1 fo i >o

't tb/° SA 0° t W (5o-2 1 i)

A special caution is necessary in the application of Equation 5-li-i; it
is strictly valid only in the case of strong,_diffusion, when the last term
on the right is no larger than the other terms. Otherwise, it yields
distributions which fall off precipitously at the edge of the loss cone and
which give nearly correct loss rates, bat the observable distribution in

, -, the loss cone does not necessarily resemble the so l-ion of F:qaticr; -Z- ii.

A diffusion equation like Equation 5 -,Ic can be solved by finite-difference
techniques. However, care must be exercised in constructing the finite-

difference matrices to ensure stability and conservation of partic ies. The

iterated solutions at the points ti - 6t must be used to correct the approx'-

-,mations to the x derivatives used in stepping: forward from ti to t. - t

5-15
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or the solution will be unstable no matter how 3mall Lhe time step 6t mRe-
ferences 207 and 208). Some general metnods are described in Refer-
ences 208 and 209. The treatment of the boundary of the loss cone is
another troublesome problem in any solution of the pitch-angle diffusion
equation.

An Eigen-function solution is often more practical and more ilium:
nating than a finite-difference solution to the pitch-angle diffusion
equation (References 10, 35, and 36). Fach eigen-mode decays expo-
nentially with the time parameter 7k. The complete solution (subject
to appropriate boundary conditions) is

f(os,t) - gk (Jo) e -t k(5-2lj)
k

The eigen-value equation for the gk's is

•',tbjo = O (-2lk)

rk g o o 0 0

If solutions to Equation 5-21k exist, the eigen-mode approach is feas -
*• ible; frequently the diffusion coefficient and bounce period must be N

"rather crudely approximated in order to derive manageable solutions.

CUMULATIVE DEFLECTIONS IN AN IONIZED GAS. Parallel
and transverse deflections may be decomposed either with respecc
to the direction of the initial velocity or to the direction of the

J - magnetic field. A particle traversing an ionized medium will ex-
perience small random deflections every time it comes near enough
to an electron to be influenced by the field around that electron.

Figure 5-3 shows the trajectory of a charged particle in a fully ionized
plasma. The dots represent electrons; the dashed circles represent
the Debye spheres with a radius equal to the Debyv length. (Actually,

many electrons might be found within any individual Debye sphere.
I A fast charged particle is affected by the nearly stationary electrons
-. only when it penetrates their respective Debye spheres.

The first Fokker-Planck coefficient (4v,,) is equivalent to a grad-
ual loss of kinetic energy. It usually is called the dynamical friction
coefficient (References 30 and 31). The averages of A v and
(A v,, v. in a uniform medium are expected to be zero because a
transverse velocity increment is equally probable in any direction
about the symmetry axis. The effects of random deflections are con
tamned in the remaining coefficients ((A v, 1)) and ((A v, )2)

,- 5-16
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" Figure 5-3. The path of a light-charged particle (an electron) in a fully

"- ~Chandrasekhav has computed Fokker-Planck coefficients for in-
"': verse square -type forces (Reference 31). The significant (non relativ-

i , istic) coefficients for the slowing of a particle of mass m 1 and veloc -

ity v by free electrons (Equation 5-3b defines C, also see Reference
32) are

mv

''(Avii :-2C n mG T ( ehI~innA (I-22)

A2

{..e mira 2kT

2(, cn• --- Ax-[• i (5-23)

m [ v nv

((AvC) 2 ) Cn e er, -e ]. A (5-24)
e 2 2ýk T (Z kT
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The function G is related to the error function;

L:_ 2_ rx y2
erf (x) t-- ' exp( -y dy ( -5

through the definition:

erf(x) - x'-2 erf(x)

G(x) = (5-26)
2x

Figure 5-4 gives numerical values of G and erf The parameter A

is related to the number of elecrons in a Debye cphere. Generally,
In A may be set equal to:

inA= In (XD -) 15 -20 (5-07)

If more accuracy is desired, the tabulations of In A by Spitzer
(Reference 32) may t)e found useful.

The Fokker-Planck coefficients for moderately )'igh velocities•' are approximately

.v,) a! - C n c In A (5-28)
e m m r v

3
;(6 ' n)2 ) kT c In A (5-29)

i / m C v

nm c
(A - Cn .. n In A. (5-30)

e v

The similarty between Zquations 5-28 and 5-5 is readily apparent;
the numrnricz-l magnitudvs of the logarithmic terms are actually quite
close. At incident particle velocities greater than about 4 times the
thermal electron speed, tho! two formulas give nearly identical results.

", Only for very flow particles is Equation 5-28 preferred over Equation
5-5 (whi:h is ;.Aso correct at relativistic velocities).

5-18
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.' . The ratio of the 'diffusion" coefficient ((0 v) 2 ) to the dynamical

friction (6 v,,) is proportional to m r/m1. For protons passing through

free electrons, the ratio mr/m1 is only 1/1, 836; but for electrons
passing through a gas of free electrons, the ratio is 1/2. Generally,
deflections are much more important for electrons than for fast,

heavy particles (Section 5.2. 1).

A useful measure of the lifetime of a particle in a plasma is the
average time required to deflect the initial velocity through 90 degrees.
A deflection relaxation time (Reference 32) might be defined as:

v mv 2_D = - n e (erf - G) In A (5 .31a)

((A v 2 ) 8f e

2 3in v
0. OO2 m (5-31b)4

n ee

The deflection relaxation time is usually less than the energy
relaxation time, ?rE , for electrons. The deflection relaxation life-
time of electrons in the outer trapping regions is on the order of 10

to 100 years.

5.2.3 Collisions in the Earth's Atmosphere

A trapped particle is effectively removed if it loses enough energy
in successive collisions that it is no longer distinguishable from low-
energy ambient particles (T z 1,000 to !,000 K). A trapped particle
also is lost if its trajectory is altered by collisions so that it enters
a low-altitude region of the atmosphere where it may be stoppcd within

S.' ]a small fraction of its bounce period. Although a single violent col-
lision would suffice to substantially alter the pitch angle, a large
number of successive small deflections can have the same effect.

The earth's atmospheric density, O, decreases with altitude, h

roughly according to the hydrostatic equation:

[ d-- = -10 exp- h /H)
dh H

The parameter H is called the scale hceiht. The scale height in the
lower atmosphere is of the order 7 kilometers, so the number of
molecules and atoms per cubic centimeter falls from about 10O20 at
the surface to less than 101 1 above 120 kilometers. The scale height
increases in the upper atmosphere, but the number density still is

generally h'ss than 106 atoms per cubic centirnete r at 1,000-kilometur

5-20
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S. altitude. Generally, trapped particles can be found with mirror al-
titudes down to 1ZO to 150 kilometers. Belovw lZ0 kilometers the
atmospheric density increases so fast that stably trapped particles

4 never are found there. Further details regarding atmospheric param-
eters are in Section 1Z.

If it is trapped so that it never comes below several thousand kilo-
meters altitude, a charged particle will spend its life in what is
essentially a tenuous vacuum. Its lifetime is much greater than its
gyro-period, bounce period, drift period, and other time parameters.

5.2.4 Loss of Trapped Protons in the Earth's Atmosphere

The loss of trapped heavy particles is analytically and conceptually
simpler than the loss of electrons because the effects of deflections
can be ignored. A further simplification can be achieved in neglecting

the effects of free electrons below several thousand kilometers alti-
tude. Many more bound electrons exist than free electrons in this
region (Figure 5-6). At most altitudes, one constituent of the atmos-
phere predominates over all the others. In the important altitude
range of ZOO to 800 kilometers, most of the slowing of fast particles
is due to oxygen atorris. For rough computational purposes, the
average excitation potential of oxygen, F::z 97.5 eV, may be used in
Equation 5-3 or Equation 5-7. The total number of bound electrons
is abcut eight times the total number of oxygen atoms. Where an ap-
preciable fraction of the atmosphere is molecular and atomic hydrogen,
the appropriate excitation potential is 13.9 eV. Below ý00 ki;o-
meters, an acceptable average excitation potential is 8 67 eV (the
average for air).

Protons with large kinetic energies can be involved in nuclear
irteractions (References :, 12, and 15). This is the domiiart loss
process at very high kinetic energies, above 300 to 500 MeV. The
range of protons in air is compared in Figure 5-1 with the mean free
paths for nuclear interactions. The relative energy dependence of

'A 1 the competing slowing processes is such that, at energies only slightly
"below 300 MeV, nuclear interactions are virtually insignificant.

At kinetic energies below I MeV, a proton is susceptible to charge-

exchange reactions with hydrogen and oxygen atonms. After picking up
an orbital electron, the neutralized proton-now a hydrogen atom-
likelv will escape the trapping region before being reior.ized. Because
of the accidental equality of their ionization potentials, oxygen and
hydrogen have a resonance in the charge exchange reaction with pro-
tons (RMferences 18 and 19). The cha rge -exchange cross sections
for protons in hydrogen or oxygen is of order 10-15 to 10-14 square

centimeter up to 10 KeV (References 16 and 17). At higher energies,
'.cargPo-exchange rates fall rapidly. The mean path for charge ex-

_ 5-2'
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change is shown in !-igi*re 5-1. Clearly, charg, exchange must be
the dominant loss process for protons with energies less than 100
KeV. Above 1 MeV, charge exchange is negligible. (Alternating
neutralization and ionization of protons mirroring at low altitudes

I- might result in a diffusion across field lines (References 33 and
34). This process is not likely to be significant except for protons
that penetrate so deeply in the atmosphere that they are already

near the ends of their trapped lifetimes.

The total rate of removal of protons from a voltinic in phase space
(References II and 12) is

I •t - I (T ) - f ( ) n ( -(lo s s ]
a dt k k k

The first term on the right of the equal sign in Equation 5-33 is due
to the gradual energy loss. The last term on the right takes account
o1 1violent interactions (nuclear reactions or charge exchange).

aLlOssJ is the cross section for the reaction and nk is the number

density of the reacting atoms (or nuclei) of species k . Lifetimes
for trapped protons predicted according to Equation 5-33 are shown
in Table 5-2.

Table 5-2. Energy loss lifetimes of trapped particles with pitch
angles near 90 degrees (References 11 and 12).

Trapped Particles L = 1.2 L = 1.6 L = 3(days) (years) (years)

300 KeV Electron 10 6 20

2 MeV Electron 100 60 200

10 MeV Proton 50 30 100

100 MeV Proton 1825 1000 (not trapped)

In equilibrium, the trapped proton loss rate must bc: balanced by
the production rate. The production rate wi!l include an exterral
source of strength q (per eV per cubic centimeter per second) plus
the production rate cf secondary protons originating in nuclear re-
actions. The secondary production rate can be written in terms of
a cross section for secondary production akrsec] and the fractional

4 probability W( T, po" T, io) that a reaction induced by a proton with

4 ~
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*energy T' and equatorial pitch angle cosine po will yield a proton

with energy T and equatorial pitch angle cosine jUo. The loss and

production rates should be averaged over the particle trajectories

"and equated. The result is the steady state equation (References ii,

12, and 35):
tds

7 o - (T, Uo) ( nk i q(T, ji)

1 .I1 J ( , a )

+ "•' d 1du°a[ sec] W (T" , P'o T, Pa)- 0, (:,-34)

dp j 00 , p')nak

f (7, jo)v has been replaced by the equatorial intensity (", L )
0 0

The horizontal bars denote trajectory averages, i.e.

6 ds rsm dS!i. 6x ds .FxŽE_ P

S m

6 ds in dS

_Sm

A ,solution of Equation 5-33 for the case of negligible secondary
production (Reference 35) is

JoT do ='s - . q(T',U
[ I . [p)F]

0 0 d0

,xp " n a[loss] (; 36)
;, Vk

The exponential function accounts for nuclear coilisions. rhis "a( tor
t. can be significant only for particles with high kinetic energ ievs and

pitch angles sufficiently small that they will dip low into the atmos-
phere and encounter many nuclei with large cross st.ctions, a[loss.
If the source q is fairly uniform, the form o, JO is determined

primarily by the variation of dTY7d due to the atmospheric density

distribution. It. fact, j. should be roughly in,,erselv proportional to
the total number of electi'ons encountered along the orbit. There -

fore, on low L-shells, jo and fo sLould be strongly dependent on

pitch angle.

That jo depends very Ftrongly on mirror latitude rieans that the

omnidirectional flux JO on the equator should inc ru.,se rapidly witl: I1
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on low L-shells. The actually observed altitude d('pendence of Jo is
consistent with atmospheric collisions bcing the prudominant lossk-mechanism for protons belowA L = 1. 4 (Reerences i I and 35).

Actually, on low L-shells, nearly all the trapped-larticle depletion
occurs within the South American ano-naly' region (Section 2.4.2;
References 35 and 36). Therefore, the traiccttory averages (Equa-
tion 5-35) should be average also over longitudCe.

EAST-WEST ASYMMETRY. The spatial.gradient of proton
fluxes at low altitudes results in an excess of protons moving east-
ward. This is simply because protons moving towardl the east have
guiding centers above the point observation. Protons moving toward
the west have guiding centers below that point. The particles with
the lower guiding centers are trapped on lower field lines and, con-
sequently, are lost more rapidly to the atmosphere. The ratio of
eastward-to-westward intensities (References 37 and 38) is

weast) cxp (? p cos I/H) (5-37)

whece 0 is the gyro-radius and I is the field-line iclination. The

cast-west Lsymmetry has been utilized to derive scale heights l1
wkithin the upper atmosphere (Reference 39).

(The current that results from the inequal'ty of fluxes in opposite
directions is analogous to the current in Equation 3-101, which depends
on the gradient of particle pressure.)

5.2.5 Loss of Trapped Electrons in the Atmosphere

The deflections of trapped electrons entering the atmospher-e are
fully as important as their loss of energy. For that reason, the Fokker-

-.,1 Planck equation ii especially well-suited to the problen. of the aepletion
of trapped electr:n belts. The Fokker-Planck coefficients must, however.
be averaged over the trajectories of the trapped electron, (see Equation
5-21g); the averaged coefficients inT, ks coordinates are (References 10
and 35; see also Equation 5-4)

2! _cý: Z Tn~ me
( )i -f - " nk Zk Ln kv - (5c- 38aI

TT (5- 38b )
"' ", dt
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: -Tc-- ~~~T(T÷ZmeC 2) .s .k2 "

ii (5-39)
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e

--- 2 -( o)(5-39 )

;2 TT 2m c2)

e k

-~~~~( -<(T2. . 40a)

The number of orbital electrons €.n an atomn of species k has been denoted ,-. €

by Zk. Only the dynamical friction (Equation 5-38) is prooortional to,,,, ;

the total number of bound electrons - the other coefficients contain an ,,-:
extra Z factor. The minimum scattering angle in the center-of-mass bi•-
frame is (®[inin]' The Fokker-Planck coefficients have been evaluated

and can be found in References 10, 35, and 36. '4Li The Fokker-Planck equation for the atmosphe.ric loss of trapped
:i ~~electrons reduces to a diffusion-type equation for the' distribution fun' c.,.•
: ~tion at the eciuator fo (r,j/io) (in particles per unit energy, per steradian, -

i per unit volum~e) (Reference 10):
- A

t 2m c2T °)vtb

-- g o(T 'o0 (5-43)
by+ tb Onl t dl otb

th toa ubro|on lcrn h te ofiinscnana

where tb is the bc,.nce period.
The energy loss pan t of Equation 5-43 could have beesn written in

terms of the total number of particles in a magnetic flux tube per unit , r
- per unit cross lum ecti)na area at the equator:

:( 21Tfo(To) Vj~so tb (5-44) [
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The pitch-angle deflection part of Equation 5-43 describes a diffusion
process in pitch-angle space (for a further discussion of pitch-angle dif-
fusion see Sec ion 5.5 5).

The coef'icients dT/dt and D are both extremely sensitive to J40 near
the atmospheric cutoff. It is primarily this fact that has prohibited
analytic solution of Equation 5-43; the solution has been generally
through numerical computations (References 10, 35, 36, 40, and 41).
The results of a sample calculation, assuming injection strongly
concentrated at one energy and pitch angle, are shown in Figure 5-5.
In the figure, injection into the trapped-radiation belts was concentrated
at an equatorial pitch angle Oto - arc cos wAo ý arc cos 0. Z5 and a kin-
etic energy of T= 1.5 MeV. The successive views represent* 'onap-
shots" at the times 90, 190, 365, and 900 days after the initial injec-
tion event. The flux intensity j(cm-zsec'IMeV'Ister-1) is given as U
a function of g and kinetic energy T. The effect of collisions is to
broaden the distributions and degrade the energy. Eventually, of those
injected at an intermediate pitch angle, the only trapped particles re-
maining have mirror points near the equatorial plane.

Below L-t 1. 25. agreement of theory and observation leaves
little doubt that, during periods of weak geomagnetic activity, elec-
trons are lost primarily through atmospheric collisions. The elec-
tron fluxes resulting from the Starfish-high-altitude nuclear explosion
decayed by as much as an order of magnitude within the first few days.
During this time, several competing loss mechanisms may have been
effective. After several weeks, the major irregularities in the pitch
angle distributions disappeared and the decay leveled off to a nearly
exponential behavior. By that time, the exponential decay rates were

S' Iabout the same everywhere on any L-shell. Observed and predicted
decay rates are shown later in this section (Figure 5-13).

Above L z 1. 25, the decay after several weeks was exponential
but the observed fluxes lay somewhat above the theoretical predictions.
This seems to imply either an additional steady source of electrons or
displacement of electrons toward lower L-shells (Reference 42). Dif-
fusion of particles across L-shells seems to be the likeliest explana-
tion. This topic is discussed in Section 5.4.

In the outer part of the trapped radiation belts, intensity variations
occur over short time intervals that cannot be reconciled with slow
diffusion and atmospheric loss. Lifetimes of some outer-beLt particles
may be as short as several days. Although the depletion of trapped-
particle belts through atmospheric collisions is always effective, ad-
ditional loss processes of comparable importance must be considered.

* *i 5-26
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5.3 IINJECTION OF TRAPPED PARTICLES
"THROUGH NUCLEAR DECAYS

5.3.1 Injec~tion of Trapped' Pa,'ticles

The source term. q(T, Yo), in Equatiot 5-34 represents the in-
stantaneous appearance of trapped particles with a given energy and
pitch angle. Charged particles may be introduced in many ways--as
products of fission fragment decays (the decay of fission fragments
is discussed in Section 1U), as products of neutron at-cays, a- products
of ionization, ci as products of charge-transfer rva-tions(hetween
atoms and ionsý The decay of a neutron leaves behind a fist proton
and a fast electron. This mechanism, which will be dis,:ussed in
Section 5. 3. 2, therefore would appear a likely source of eithex kind
of trapped part.cle.

Thu rate of injection q(T. p. S. 0) upmn-raily depends nct only on
energy, ', and pitch angle, p, but also on location on the field line,
S, and on azimuthal angle, iP , referred to the field line. The ratz
of increase in f( T, y, S) (averaged over ap) due to injection in a
segment 6S of the field line is

Sdf(T, p, S) [ .q(T, p.S,)d 8S

dt t y v tb (5-45)

Note the factor p in the denominator-isotropic injection does not
result in isotropic trapping. With the aid of Liouville's equation
(.Equatior 3-8?) the rate of increase: in fo(T, po) at the equator duie
to injection everywhere on the field line can be found. The result is

dS , diq(T, y ,S, aM
df(T, )0t

0
dt (5-46)

The integration must follow a particle trajectory. If the injection

rate is independent of 40, the rate of increase is just qIT, Jo), a,,
discuisea in Sectiorn 5.2.4.

5.3.2 The Cosmic Ray Albedo Neutron Theory
.I of Trapped Radiation Ielt Formation

Tlhe albedo neutron theory of the trapped particle belts may be
briefly outlined thus (References 11, 12, 43, and 44): (osmic: rays
colliding with atmospheric nuclei produce neutrons; some of these
neutrons, the albedo neutrons, leave the .tmosphere, whereupon they
decay leaving in their place charged particles that can be trapped.
The expected numbers of trapped particles depend on the rates at

5-18
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which neutrons leave at the top of the atmosphere. The outgoing
neutron flux is very uncertain though it appears that a substantial
portion of the high-energy trapped protons below L = 1. 5 may be ac-
counted for by decay of albedo neutrons (References I I and 12).

Neutrons are produced by cosmic rays in (p, n) and similar reac-
tions (References 45 and 46). The neutronc may decay in flight, with

a half life of about 11 minutes or, more probably, may be lost in
atmospheric collisions (Reference 47). Very few neutrons reach low
enough altitudes that they can be easily detected. Direct observations
of fast neutron fluxes is hindered by experimental difficulties so the
neutron flux at high altitudes is poorly known. Most estimates of albedo
ne*.;tron fluxes have been derived from the basic processes affecting
r.eutrons rather than from extrapolations of observations (References
46 and 48 through 52ý. The number escaping, which is not a large
fraction of the number produced, is therefore very uncertain.

High-energy neutrons, say at kinetic energies greater than 50 MeV,
are deflected only slightly in the atmosphere. Therefore, the fast-
neutron component of the albedo fiu.x escapes nearly tangential to the
horizon-being produced by cosmic rays with paths that do not inter-' !ct tCe earth's surface. The angular spread of the emergent beam

of neutrons is determined primarily Ly the angular distribution of
particlee produced in cosmic ray "stars' (Reference 45). Fastsecondary particles in turn may interact with other atomic nuclei; .
about three fourths of all neutron-generating interactions are due to
secondary particles. Most of the albedo neutrons with kiiietic ener'gies
greater than I GeV are in a beam less than 10 degrees wide. Only
below 60 MeV is the width of the beam more than 60 degrees.

There is a latitude variation in the energies of cosmic rays which
can penetrate the Omosphere; this is a consequence of the fact that
cosmic rays cannot enter the forbidden regions discussed in Section
3.2. 3. At latitudes beyond 60 to 70 degrees, solar cosmic rays can

71 penetrate the atmosphere and contribute to the neutron albedo. The
kinetic energies involved are moderate, 10 to 10O MeV, and the
neutron production rates are expected to vary throughout the 11 -year
solar cycle. Neutrons are produced nearly isotropically in the center
of mass reference frame. The angular distribution of albedo neutrons
is therefore fairly broad (References 11 and 12).

Each neutron decay releases a proton with a kinetic energy nearly
"equal to that of the neutron. High-energy protons can be injected
only when the projection of the initial velocity vector is tangent to the
"top of the atmosphere. The iate of injection can be approximated by:

-- l df(T, •jo "•_ dS
q (7- 5-47)

dt r

•., 5-2-
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where 7? is thc: fraction of the trajectory over which injection is pos-
sible and q is an equivalent isotropic injection rate. Figure S-6

shows how the pitch angle cone of halfwidth O_ at any point on a

field line intersects tb0 earth's atmosphere. Only within the shaded
strip of the figure can nLitrons be emitted (from the top e1 the at-

mosphere) that can decay a' point P, thus releasing protons %kith the
pitch angle a_. Sorne pitch a.glc cones intersect the earth at all

azimuthal angles; others do not intersect the earth anywhere (e.g. small

pitch angles near the equator. It ýs evident that only a very small

FIELD LINE

SI...- -,.

. CONE TANGENT /
TO ATMOSPHERE

• Figure 5-6. The intersection of a pitch angle cone with the earth's surface.
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S0.50

ISOTROPIC INWECTION
COEFFICIENTS

La1.25 ,

- 0.2.5 -L 15

0 .2 .4 .6 .8 LO

coefficient n for an isotropic neutron flux emerging from the
atmosphere (References 11 and 12).

part of the pitch angle cone is within several degre,,s of being tan-
gential tc the atmosphere. Low-energy protons (T< S0 MeV) arc
injected nearly isatropically; 77 is then just .he fraction of the pitchI angle cone that intersects the earth. Some computed values of 17 are
shown in Figures 9-7 and 5-8. In Figure 5-p, above 7' 90 MeV the
effect of the finite width of the albedo neutron beam is included. The
pitch angle dependence is nearly the same as in Figure S-7. f
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ENERGY V (MeV)

Figure 5-8. Energy dependence of overage albedo neutron injection coefficient
... (References I11 and 12). Above Taml 50/VkiV, the effect of the finite

width of the albedo neutron beum is included. The pitch angle

dependence is nearly the same as in Figure 5-7.
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The high-energy protons of the lower trapped radiation belt are

fairly well accounted for by the albedo neutron-decay theor'y (Ref-
erence 12). The slope of the observed energy spectrum above 50
MeV is matched wvll by the predicted spectrum (Suction 4.2). Some
reccnt studies t ombining neutron decay and radial diffusion are dis -

cussted in Section 5. 4.4. At lower kinetic energies, the numbers of
trapped protons are much too great to be attributed solely to decay
of fast neutrons. The low-energy albedo neutrons produced by solar
.osmic rays might yield appreciable numbers of low-energy protons.
Hlow•evr, thes," solar cosmic ray albedo neutrons cannot reach the
equator at low altitudes; they cannot be responsible for an enhance-
ment of trapping of protons with large pitch angles.

LOW ENERGY ALBEDO NEUTRONS. High-energy trapped protons

can be attributed to decays of fast neutrons. The same source is rela-
tively ineffective in producing trapped electrons; the low-energy trapped
electron number density is nearly everywhere much larger than the
trapped proton density. It has been suggested that the electrons could
be injected by lov -energy albedo neutrons (References 43 and 44). How-

ever, neutrons with kinetic energies below I MeV are deflected appre-
ciably within the atmosphere. For that reason, considering a diffusion-
type problem is necessary to obtain the albdeo flux.

F•r any quantity that is transported through i material medium,
in this case j (the number of neutrons per square cntimeter per
ster per second), a Boltzmann-type equation can be formulated. The
Boltzmann equation (Equation 3-91) gives the rare of chAnge of a
number density in a volume ehlenent that follows ,be flow. Tht gen-

"-o. eral transport equation for j in a plane-layered me.dium (,-'feronces

53, 54, and 55) is

i(Tr. C. h) , , Ch) :a(', C)

- ((q-43)

q(1, C. ii d d' j(T., h) h) W(T. 7)

herv h is the depth measured pcrpcnhlicular to the. layers. The
first term oo the left ,.notes the rate )f depletion (or augmenntation)

of a streai, of particles moving at an angle arc cos C from the normil
. to the plane (note !he- similarity to Equation --14 when C is repla( ('d

• I by • ). The second term is the rate of loss by ollisions, a is the

, "5-33
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total cross section, and n is the number density of scatterers.
P t-icles are added to the stream by a source of strength q. or by
sc".tLering, with a fractional probability W, from all other energies,
T ', and angles, arc cosine C'. Slow neutrons scatter alinost
isotropically, in which case the scattering probability aW is equal
to the product of a constant a. (which, of cour.3e, must be less than
or equal toal and W(T'- T ).

When Equation 5-48 is integrated over , a simplified equation iL
obtained in terms of the omnidirectional neutron flux 1 an-] the flux
across a constant-h surface F (Section 1. 9. 2; Reference 1' 3):

4f ) + J(T)n7 Q(Thh)÷ + dT' J(T') nl W(T'- ) ('-49)
bh ' s

F where Q now represents an average source strength:

Q(T, h) q(- d~q7, C.h) (5-50)
X -l

Equation 5-49 can be solved by standard nun.erical methods (Ref-
r,.nces 48, 53, 54, 55, and 56).

Equation 9-49 has a form that resembles a conventional diffusion
equation. In the lower atmosphere, where the mean path lengths
are so short that j is nearly independent of , the first term in
Equation 5-49 may be replaced by

I) i, i diffusion ( oefficint (Refere',nces 46, 51, ýZ, and q4). Un-
1. uately, th, fro'e paths of neutrons near the top of the att iosphere
a; r large ( ornpared with other dimensional parameters. Consequently,
the anisotropies are great enough that the diffusion equation solution
c ces not give ertirely celiable results for the flux at the top of the

, I atmosphere.
'ti

•..n additional cofplication is that neutrons of c.mre gies much less
than eV cannot leave the earth's gravitational mi,.d. This has the
eff,,( of int reasing the rate of ne,.atron decays near the earth. though

'h,. .libcdo is diminished only slightly (Reference .1o).
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Various solutions to tbe neutron-transport problem have appeared.

They are all normalized to rmeasured fluxcs of neutrons of cosmic
rays observed at :ow alti.udes. Figure ý-_ shows computed rates of
neutron decays near the earth. T1-2se should be th: same as the rates

of electron injection (References 44, 45, and 46). The electrons re-
leased from slow neutron decays above the atmosphere are injected

into the trapping regions nearly isotropically.

Albedo neutron decay is definitely inadequate as the sole source of

trapped electrons (Ref2rences 35, 43, and 44). Additionally, it is
significant that the en(rgy spectrum of trapped electrons is much
different from that of the neutron decay component (Reference ';7).

5.4 NONCONSERVATION OF THE THIRD
AD!ABATIC INVARIANT

5.4.1 Hydromagnetc StabilIty of Trapped Radiation

Simple two-particle interactions are inadequate to explain all the
observations relevant to trapped particle sources and losses. Th
rc,.aincter of this chaptor is concerned with the effects of plasma
oscillations and collective behavior of large nu.nbers of particles.
A first consideration is whether 'he trapped radiation belts are
always stable against gross instabilities, primarily involving viola-
tion of the third adiabatic invariant .

The 7 x 'B term in the mechanical force equatini. (Equation i-100)
can be simplified readily with the aid of Maxwell's Equations (Equa-

-: tion 3-108). The result is

- -1-,31

i x~ B 7~ V V.l
i•.~ ~ fxf -4 ffT •

The expression on the right of Equation c -' 1 may bu identified with
the divergence of the Maxwell stress tensor (Reft.reniw 58):

!" 1 2 1 23 1 2-

t-f BZ -13 - B B -111BX y Z ' y x 7

1 I 1 12Z 12
T iB-B -- B B11 BRB

4 y x 2 X 2 v y

- B B IB B 1 71y - 1• ,7 - zx z y 2 x 2y - .
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.2• • Figure 5-9. Neutron decay rate contours near the earth (Reference 46).
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The mechanical force equation then can be written in the concise form:

a vm

SV. (T + P) (5-53)

The rnagneto-mechanical stresses arc equivalent to pressure

B2/8?r transverse to the field lines and a tension B 2 /8fT along the

field lines (References 32, 58, and ý9).

The ratio of the transverse particle pressure to the magnetic pres-

sure is a useful criterion of the relative importance of part:hles versus

field (Reference 60). If the ratio

[ail particles]

B /81Y

is much greater teiz-7 t-nity, the medium behaves as a classical fluid
and the magnetic tield has little efft:ý t on the gross motion. Con-

versely, if Op is extremely small, so little energy is conti! ned in

the particles that the effects of collective behavior are likely to be V.
insignificant. When ýp is computed for observed naturally trapped
particles, the result is generally much less than I . if ;p ;n any part . .
of the radiation belts) shoultr ever exceed about 0. 1. the radiation

belts would very likely exhibit all the types of plasma instabilities ob-
served i-. mirror machines in the laboratory (References 60. 61. and
62).

The parameter 0.p is nearly the ratio of particle kinetic energy to
magnetic field energy. Tie magnetic field energy contained within a
narrow range, 6L, of L shells between the twc conjugate intersectio-s

"\,ith the atmosphere is

1 3q6NB L-1 6L (5-55)
2 E E L2

The total integrated magnetic energy between ti,c :.,ch's surface and a

i .: shell of field lines is sh-,, a in Figure 5-1J. (The unit of energy in the
figure is equivalent megatons of TNT explosive energy; 1 M- = 4. 2 X
1022 erg.) The total kinetic energy of the particles trapped within an
L shell is not expected to appreziably exceed the magnetic field energy.

5.5-37
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Fiue5-10. Total magnetic field energy in the volume contained between the
earth's surface and a shell of field lines at L=RO,/R. The unit of
energy in the fig~re is equivalent Iggatons of TNT explosive energy;
1 MT 4.2 x 10 erg 4.2 X 10 joule.
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Tsually AP varies considerably along a field line, although in most
observed cases of distributions stable over periods of days. the large-st
O is generally at the equator. The largest Op can be used to estimate
the saturation fluxes for any assumed pitch-angle distribution. A rea-
sonable upper limit for Op might be somewhat less than 1-perhaps of
the order of 0. 1. The limit on flp is invoked in Section 7. 3.2 to pre -
dict the maximum trapped fluxes tha±t might occur following a high-
altitude nuclear detonation.

If all the trapped particles are assumed to have the same energy,
the nmaximum Ap can be computed for a pitch-angle distribution of the
form (this is very nearly the distribution which would result from
pitch-angle diffusion alone on moderate and high L-shells; see also
Section 5.5. 5 and the ioliowing)

24n n/2
n+ Jo(. c 0 PC8 7Tc

0 >IUM PC (5-56)

The omnidirectional fV.ux in the equatorial plane is Jo. For all n Ž 0,
0

the minimum Op occurs at the equator. The maximum flux, in terms
of the assumed pressure ratio, is

J0 2 1-u 8/(64n)(4.4n)] (5-57a)

8ITL6 p

S7.25 x 1013 (6+n)(4+n)
p7.e25) 6 .13p(MeV/c) L 6[(6+n)(44n)-8j + 8L3 /44-3/L

(5-57b)

where the atmospheric cutoff has been substitute] for IcA

5.4.2 Interchange Instability in the
Outer Trapping Regions

A plasma may be expected to be confinc.d by ;i rnagnetic field that
provides a sufficiertly great magneti( pressure. on thh exterior to
counteract the particle pressure of the plasnia that is set-king to
escape. This is not always possible, though. The instability that
results if two fluid-, (in the present (asC:, a plasi,:i, and a magnrtir

,' field) can exchange positions with a consequent dc rease in total

' ~5-39 !'Ir
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energy is known as the Rayleigh-Taylor instabilit,1 (Reference ,8)..
This instability i- weli known from .arly l;,l)(jrat,)rv studi-, where.
St vas (all(d the futin' or interchang, instabillit }eause a
:oundary t.nr!s to br ak kip into groovr s or ':ft .s s th,. plasma
leaks out, carrying along the field lin,.s (Rfr.r;, ,.. Rr), 6-, ;,- 6').
Ci'r.erally, whenever field linesz at the pOisrtia b(o1O(d;,ry :,r ( ,ltV, It

the e.-terior, an instahility results (Re-ferv.(n - 6,").

The criterion for stability at an interior point is rather compli-
cated. Though the field lines may be convex in a direction toward
which the partic-te density decreases, the plasma may be stable

everywhere except on the extreme outer boundary. The plasma par-
ticle pressure in the exterior region may be greater than the interior
pressure; the growth of instabilities thereby is restrained.

The total energy of all the particles on a field line is proportional
to j'H(M, J,&, 0) f(M, J,H) dMdJ where H is the Hamiltonian an,' M
and J are the first two adiabatic invariants (Rteferences 64, 65, and
66). The Euler potentials, & and 0 (Section 3.4. 1), are especially
useful in treating hydromagnetic stability. The plasma is stable only

if any exchange of two field lines and their associated trapped particles
results in an increase in the total energy. With the assumptions that
the adiabatic invariants 4vi and J are preserved and that the Hamiltonian
depends on only one spatial coordinate c' , the necessary and sufficient .) 2i
criterion for stability (Reference 66) is " .

•.dM, < (5-58)

The notation (6/aH) Mj refers to a partial derivative in which M
and ,J are held fixed. Often the sufficiency criterion alone:

bf <0 all M, J (5-59)

rived be considered.

Toe stability criterion would be satisfied for almost any particle

distribution if a minimum with respect to U and 0 existed in H . All
eth particles in such an energy well would have minimum energy and

escape from the well would not be possible. In a dipole field, no
enery wels ccur soexarnining the details of the distribution

function is necessary to determine whether Equation 5-59 is satisfied.

The assumption that f depends only on one spatial coordinate is

entireli; ustified for a geomagnetic field that has a high degree of

5-40
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'" axial symmetry. The particle distribution function must be re!ated,

"however, to the distribution in 1, /o' 1, o: T, B, L coordinates if

meaningful c- nparisons are to be made - ith actually observed par-
ticle fluxes or intensities. Some of the (dtails of the transformation
are given be( ause the intermediate results may be of general utility.

The distribution function f can be replaced by N(M, J, ), the
number crossing the equator per unit magnetic flux, dad 0. The
total number of particles per energy interval and per o interval in

a magnetic flux tube of cross section R1dRo0 l is

N(T, p ,R ) R dR d5 =J N(M,J,a) d d d (5-60)

The adiabatic invariants are related to e.nergy and pit( Y ingil through
the Jacobian

J M9 J)- " m I J -61

• (T I M 0) [ ý T -M 11

B -- R 9 8 (A ) (5-62)

whrcre, 0( is just vtbI/R I aý, defined in Equation 3-47. Now the

coordinate • may be ( hosen equal to q5 , the azinmuthal angle or Ion-
gitude. The corresponding 0 is -ME/Ro on the equator, where 'he
magneti( flux ele ment is

dcQdB= B R dR dO (53-63a)
0 0 0

The relation between the previously r,4finmd two distribution func -
t. tions is

N(T, , , R R yp, 8(A ) N(M, J, U) (5-63b)
Q 0 0 (. ,

The lIfft-hand side o! '-qua tion 9-631 is related to the intensity
(Equation 5-44). The relation betwe'n intensity ;,nd total number of
trapped p;,rticles re-du( is to (R,.fer.n(es 68; and 60):

ill • O(T M, ) ":Jg. T, R• ) •

So,-64a)

•, r•' low (.n(.rLjiv.s ( -641
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Sit
The partial derivative with respect to H in the stab'lity criterion

can be replaced with a partial derivative with respect to Ro by the
(not obvious) relation (Section 3.4. 1; Reference 67):

S R -BR B (5-65)
o4 RMoc ta

However Roa#/6t is just the azimuthal drift velocity; therefore,
(e/c)a#/8t is always negative regardless of the sign of the electri-
cal change. Finally, the interchange ;tability criterion (Equation
5-59) is

SJo( ' T oI(b Jo(T.Mo)> 0 all M,J ,-66)JaL p M,)M'.-

In the natural trapped radiation belts, most of the energy t;.
retained by fast protons. If the protons by themselves are stable,
the trapped electrons should not be able to overcome the inertia of
the protons. It is probably safe to assert that the entire trapped
particle belts are stable against interchange of field lines. The
proton intensities are not well knov.n for all values of M; however,
all the available data indicate that the natural trapped radiation is v-'
stable as far out as L = 5 to 6 (References 67 through 71). That
N(M,J, a) increases with radial distance may be taken as good ev-
idence that particles are being added continually from outside
(Reference 70). If particles were not continually added, the outer
boundary wo•,ld be subject to instabilities and the consequent loss of
particles would lead to a reversal of the gradient (Equation 5-66).

The artificial electron belts resulting from the Starfish high-
altitude nuclear explosion are at other matter entirely. When a sirm-
plified model of the artificial electron distribution is constructed and
6( jo/p£),'a L is integrated over J, the necessary stability criterion

, (Equation R-58) clearly is not satisfied (Reference 69). The results
of such a computation are depicted in Figure 5-il. How a plassma
behaves following the onset of instability is not very well understood.
If indeed the electrons are subject to instability and the resulting
hydromagnetic motion preserves M and J, then electrons might be

I expected to move outward with a softening of th.ir energy spectrum.
A softening of the energy spectrum of the Starfish trapped electrcns
may have been observed, though an interpretation on the basis of
hydromagnetic instabilities is uncertain (Reference 69).
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Figure 5-11. The stability function, d(jop )/dL, integrated ovnr J, the

second adiabatic invariant, for the Starfish trapped %lectron

"I "belts (Reference 69).

The preceding discussion of hydromagnetic stability was incom-
plete because currents flowing in the ionosphere were ignored. In
"the trapped radiation belts, the field lines are effeccively "frozen"
into th- .naterial. If an entire field line is to exchaage its position

,l iwith another, the finite transverse conductivity in the ionosphere
wI: results in a relative motion of material and field lines at the lower

ends of the lines. Equations 3-100 and 3-101 relate the velocity with
.• . which field lines are dragged through a plasma to the induced cur-

1 ~rents; thus:

j = f.3vx (5-67)

where 7 is the conductivity tensor. Substituting this in Equation
3-100, however, givcs a force:
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F (0.vXB) X B (5-68)

contrary to the direction of motion. This force is thought to be ad-
equate to restrain the field lines and prevent interchange.

The stability of the earth's radiation belts retaining the e'lectric
fields induced by plasma motion in thc ionosphere has been analyzed
(Reference 71). The energetic trapped protons can be stabilized by
the ionospheric conductivity during the day, even if the simple stabil-
ity criteria were violated. At night, wher ionospheric electron
densities are low, the ionosphere cannot be very effective in prevent-
ing instabilities.

4.3 Radial Motion of Trapped Particles as a Consequence of
Nonadiabatic Behavior-Resonant Acceleration

The interchange instability leads to nonconservation of the third
adiabatic invariant, 0 . If the instability occurs in a dipole field,
trapped particles tend to move outwards, initially preserving the
adiabatic in-ariants M and J . But, the stability criterion (Equation
5-67) now seems to be well satisfied in the trapped radiation belts.
The interior (particle) pressure is counterbalanced by more than

sufficient exterior (particle) pressure so that any miv.ing of particles
on different L-shells might be expected to result in particles being
trarnspored inward by diffusion (References 68, 70, and 7Z through
75). In fact, any process that involves nonconservation of I coukl
result in inward (or outward) motion of trapped particles. Here then
is a relatively uncomplicated mechanism for maintaining the radiation
belts against atmospheric and other losses. Eiiough particles exist
in the solar wind to supply all the trapped particlcs, provided they
can get down to low e-nough altitudes.

Invariance of * requires that nmagnetic and electric fields do not
change appreciably within thv particles' drift periods (Section 3.
References 64 and 65). If the fields fluctuate in a regular fashion,
some partic..leB possibly can be accelerated--somewhat as particles
are accelerated in a cyclotron or betatron. Several in.ttancen have
been noted in which a recurring geomagnetic fluctuation apparently

resulted in acceleration of trapped electrons (References 69 and 76).

The requirements for an accelerating field seem to b-. met by a
coherent worldwide magnetic variation with periods o. about 1 hour,
sometimes referred to as Dp2 or DPZ variations (References 77 and
78). Intense groups of nearly monoenergetic electrons in the lower
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radiation belt were observed to be associated with several such
fluctuations (Reference 76). The drift periods of these electron. were
similar to the periods of the fluctuations, which exhibited several
complete cycles.

Whenever the magnetic fluctuation fields are known, the electric
fields in the innosphere can be derived with the aid of known ion-
ospheric conductivities. The majority of the electric field in the
DP2 fluctuations appears to be a curl-free field (7•X 1• = 0)-derivable
from a potential field (References 78 and 79). Conductivities along
field lines are very large, which in turn leads to potential gradients
that are neilv transverse to the field above the ioiosphere. Ote
component of the electric field will be in an azimuthal (0) direction.
This component is primarily responsible for particle acceleration
(Reference 76). A particle with the proper drift period and phase i:4
in resonance and experiences an accelerating force on each circuit
of the earth. The situation is not exactly equivalent to the accelera-

tion of charged particles in a cyclotron. 1netead, a particle drifts
irward and the resulting increase of kinetic energy is a consequence
of conservation of M and J

TRAJECTORIES OF PARTICLES CONSERVING ONLY THE FIRST
AND SECOND ADIABATIC INVARIANTS. If the first and second adia-
batic invariants are preserved, this simple relation (Reference 80):

m sin a 2 (5-69)

results from Equations 3-46, 3-75, and 3-76. J(€ot) .s just that part
of J that dep,.nds on the pitch angle. Equation 5-69 relates the equa-
torial pitch angle oo to the flux invariant 0. Equation 5-69 alter-

, "natively may be rega-,rer' as a r-lation between 1 and the pitch angle:

L = B R -- ' (5-70)

_r:ne L and a are known, the mirror field B .an be found im-

mediately. Since M is assumed (onstant, the momentum squared
must be oronortional to B at a trapped particle moves across

I.- shells. Nurnerical relations between L, ao, and B are given
in Figures 3B-15 through 3B -19. Those figureaa rc plotted for
,arbitr ry values of the par. meter J2/Nim 1 Im

S5.1

A.•
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Of course, the distribution function N(M, J,Ci) is conserved for i
group of particles that moves inward or outward together with changes
in the geomagnetic field (this is because the flux dotd$ is conserved).
The intensity jo therefore is seen from Equation 5-64 to be propor-
tional to momentum squared.

When the equatorial pitc% angle is large, the mo.-nentum squared
is nearly inversely propo-tional to L3 as a particle crosses L-shells.
For mirror latitudes less than about 20 degrees, the momentum
squared is nearly (within an error of less than I percent):

2 "3[ I2 + -JLE . (5-71)

Or, in terms of the initial mirror latitude Xml

z 2 (L13 L A4
2 2( l) [1 . sin .rnl)]. (5-72)'

The subscripts I refer to the specified initial values.

At low energies, the square of momentum may be replaced by the
kinetic energy. Equa'.ons 5-71 and 5-72 then give directly the energy
gain or loss resulting from cross L-shell drift.

5.4.4 Stochastic Acceleration and L-Shell Diffision

Most geomagnetic fluctuations are not obviously periodic (except
for the daily variation). They are randomly distributed in time, with
characteristic periods from fractions of a minute up to many hours.

A schematic representation of the power spectrum of geomagnetic
fluctuations observed on the earth's surface was presented in Figure
Z-7.

That random, isolated magnetic disturbances can cause irrever-
sible changes in the particle distribution is demonstrated readily for

the type of disturbance known as a sudden commencement. During
a sudden commencement, the geomagnetic field is rapidly comornssed
,Section 2.6.2), especially on the sunlit side of the earth. Parxi tes
continue to drift adiabatically in the distorted field, but now

that were previously all on a single L-shell may be on quite d .f,int

5-46



2 December 1974

IC

"invariant surfaces. The end result is that, if ti., compressed field

is released sufficiently slowly, trapped particles will be spread overV" j i"a finite rang. of L-shells (Reference 75). Repeated comnpressions

and expans.ons of the geomagnetic field thereby can result in diffusion
.. ~of particles. '

: ~Any magnetic field fluctuation with a charact,.ristic :,(,riod near !

the drift period can cause nonconservation of the thir6 adiabatic

invariant g ,and acceleration of particles. The acceleration of a

Scharged particle by random electromagnetic field fluctuations is

.called st~hastic acceleration (References 73 and 81). Again (as in
the treatment of particle collisions), a Fokker-Planck-type equation
is useful in describing a process that is determined by the outcomes

of many random events. The Fokker -Planck diflusion equati.--in, for

the number of particles trapped in a magneti( flux tube at Ro per
unit area in the equatorial plane N(M, J, Ro) .s expected to be of the form:

t r
bN(M, J, R ]

- : - R N((M,RJ. R6 bt 6 R •

6 (R, N(M,RJ, + Q (5-73a)

r I b r1
.- [ J - N(I , J,) R DL N(M J. R Q (5-73b)

00

A source 1 has bet.n included he re. A one -dimensiomal diffusion
""quation is valid if the c'iffusion pro( e.ds with a time scale that is

4l ' large ( onip;ar,,d to all other time parameters. If at any point on a
field l ine they amrc transferred to another field line, the particles

are rapidly "smeared" over a new invariant surface. Only on very
high l,-shells ne',d th' invariant surfaces be spcified by more than
"one- parame'ter. In th- sxtrenme out or radiation belts, a two-

dimensional d&ftusion ,quation involving R.it or 1 and some other
coo-ordinatte' (su-h as pitt it angle a, or mirror point field B,,) would

bhe nc.,ssary (lte ferrnc,'s .8, 82, and 8 ý).

A parti, ular solution of Equation ;-73 is available for the case
wh,.n th. dl•stribution function N(M,.J.• ,/ ) is conatant everywhere.

"Liouville's theorem must apply to N. It is only necessary that par-
i"tices should follow dynamical traje!ctc ries ( need not be conserved)

in order that N remain unchanged after the exchange of particles be-
tween two invariant surfaces. The stability criterion (Equation 5.181
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guarantees that energy is not lost or gained. When the distribution
function BoRoN(MJ, 0) (Section 5.4.2) is inserted in the Fokker-
Planck equation, the time rate of change must be zero. A solution
(References 28, 82, 86, and 87) is:

2
R a (DZ

D - 0 _. (5-74 )
0 R)

DI . •R° 0

The relation between the two Fokke. -Planck coefficients should
hold when sources and losses are included in the diffusion equation.
Therefore, only one coefficietAt need be computed:

D = -D , (5-75)

The simplified radial, or cross-L. diffusion equation may be re-
written:

An
6 (.J R2N(M,JR J, r2]5-6

~t _aR (R a R 0(~. 0 J +Q(-

The motion of a particle during a geomagnetic disturbance
should be derivable directly from the equations of motion of an in-
dividual particle. The drift vrlocity is perpendicular to the field
lines. The rate of change of RO must be a single-valued function of
the meridian olane component of the dri.t velocity VD (References
81, 84, 88, 89, and 90):

.," d R 0 1 + 3 sin z ," 
•

dR = VIT7n (5-77)
dt D(m ,ridian planel "

cos '
A • where X is the latitude of the particle at the instant an electric fieldis applied.

The diffusion coefficient D for a dipole field may be computed
after breakiuig the disturbance field B into symmetric (S) and asym-
metric (A) parts:

• B3 [- S(t) cos 8 - A(t) r sin 26 cos] I
1 (5-78)

+ [S(t) sin6 9 A(t) r cos 1 cos•JO + [A(t) r cos Osino]i
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where r, 6, and 0 are the tinit vectors in an earth-centered spherical
coordinate system and 9 is the polar angle or colaLitude. The spher-
ical harmonic expansion of B1 has been terminated at the first-order

turms. The induced electric field El, assnciated with the magnetic
disturbance, is (Equation 3-107)

I ?_ dA Z2 7dA
El r - sin 6 sin r -O r c- os 6 sin 0

It dt 7 d t

r -•sine "i4 r "•-(3 - 7 sin2 
.)csO~ • '-I

The tizqe average of the displa; ,.nwnt is complicated; the computa-
tion has been performed with the rcstit (Reference 89):

10
L

D (, ~ E -

D[ (a]L.• X 2 ff2•2 m V RE [P(vl•)v=l/td ,8a

BE

S16. 55 r (Xm ) R 2E1 10[ 2pAtvlt (5-80b) !dd

The power spectrum is evaluated at the' drift frequiency. The function '

r(xm) is presented in Figure 5-12. As might have been expected,Dtthag depends only on the asymmetric A part of the fluctuations.Li

The .magnetic fluctuations have been decomposed by Fourier analysis"l ~so that the power spectruni . (V) is the Fourier transform of the .,

average of A(t) A(t * t"):

P (V) = 4 dt' [ A(t) A( t + t)" c(os Z ff V t' (5-81)
A '0

the flux of energy transported by magnetic fluctuations between the
-frequencies V and V 4 dV is proportional to PA (V)dV.

A similar result follows for curl-free electric fields. When the

disturbance field E1 is everywhere normal to the static magnetic
field, the diffusion coefficient (References 82, 88, and 89) is

6d-(i[Dell (' m 8BE [ k( Vlv 1/t d

._-4I 5-49
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Figure 5-12. Latitude-depender,' part of the radial diffusion coefficient
• (Rei'erence 89).

The power spectrum, Pk(L, V ), here all explicit function of L, cor-
- responds to 'the k'th component of the harmonic analysis of the elec-

tric field:

E I t) ( t(k b+ (LL t))

where 0b is merely a phase correction. The electric field diffusion

coefficient Dr .1 depends on the mirror latitude only through the7 drift period td . The variation of drift period with mirror latitude is
so slight (Equation 3-50) that D[el. is quite insensitive to mirror
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(

latitude. Generally, the magnetic fluctuation diffusion coefficient

D[ma , is much more sensitive to mirror latitude than is the electric
field iffusion coefficient D[.el. The magnetic diffusion coefficient

* falls so rapidly with increasing mirror latitude that magnetic accelera-
tion effects are most important near the equigorial plane.

The magnetic fluctuation diffusion coefficient might be computed
from a knowledge of magnetic disturbances observed on the earth's
surface (Section 2. 7). But the asymmetric part of the disturbance
is proportional to radial distance, so ground-based magnetometers
are sensitive p rimarily to S-variations. The relation between A and
S is provided by the model chosen for the magnetic field. Some the-
oretical models have been constructed (References 89 and 91 ). Ob-
servational data collected with artificial satellites may be employed
to further refine the models (Reference 92). Attempts have been
made recently (References 93 and i) to perform direct measure-
ments of electric fields in the magnetosphere.

The spectral behavior of magnetic variations is not known with any
more certainty than is the spatial dependence. The crude spectrum
of Figure 2-17 is proportional, below about 1 hertz, approximately
to the -2 power of frequency. A PcV-2 frequency dependence is in
agreement with most c-mputations based on sudden commencements
and other disturbances with a fast rise time succeeded by a slow
recovery. For this special case, the diffusion coefficient is inde- I
pendent of drift period and is just propor ional to L 1 0 . Other as-
sumed types of magnetic fluctuations yield quite different diffusion
coefficients. Generally, for a power spectrum of the form:

( PA~.I~ (5-84a)

the diffusion coefficient (Reference 89) is

6+2n 2-n 12-n 4-Zn
D iL M nL p (5-84b)

Imag]
EMPIRICAL COMPUTATIONS OF DIFFUSION COEFFICIENTS

FROM OBSERVATIONAL DATA. The observation of an uncompli-
cated, unequivocal example of radial diffusion remains elusive.
Because the motions of individual particles cannot be traced, observa-
tions of temporal -.hanges in the trapped particle distribution must be
relied on. But a radial motion of a group of particles is subject to
being interpreted as a convective fluid motion of the entire group.
On the other hand, a decay of the trapped parm.cle flux at a single,

* "isolated location perhaps could be explained by some other, yet undis-
covered, loss process.
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That the Liouville distribution function N(M, J,a) increases with
L is suggestive of radial trarisport but is hardly conclusive evidence.
The most compelling evidence for radial diffusion perhaps should be
sought in the lower L-shells where the sources and losses are best
understood. It has been noted that the artificial Starfish electron
belts near L = 1. Z5 did not decay as rapidly as predicted from at-
mospneric losses alone. Comput-d and observed d- cay times are
compared in Figure 5-13. Below L1 1.2, the observed .'ecay time
7 and the decay time predicted fro i. atmospheric loss tim, Ta differ
enough that a cross .-- diffusion coefficient can be computed. The
atmospheric loss is well understood. The apparent discrepancy
could only be explained by the addition of electrons diffusing from
higher L-shells. The decay of the Starfish electrons can be rep-
resented by a simple empirical relation:

aNMJRst) N(M, J,R It) :

at (5-85a)

where 7 is the time required for a decrease by a factor I/e = 0. 368. A

The diffusion equation for this case can be solved analytically with
the result (Reference 42):

Ro " N (M , J , R . , t) d R °
R o 1a 0 0

D = RoZ (5-85b)
•;'~ ~ i (M, J, Rot)

0.o IRol

where Ta is the predicted atmospheric loss decay time. The mo-
mentum of particles is nearly proportional to Bo, so the relation
between n and measured intensity j (Equations 5-64 and 5-7Z) is

0
-o Joý ýMo

MIl+3 R&-B]

Computations thus far have been practical only for particles with
"orbits restricted to the equatorial plane (where J 0)
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0 - k k lr m ini k

(5-40a)

e

.(&T)2> •0 (5-42)

The number of orbital electrons in an atom of species k has been denoted
by Zk. Only the dynamical friction (Equation 5-38) is proportional to
the total number of bound electrons - the other coefficients contain an
extra Z factor. The minimum scattering angle in the center-of-mass
frame is •[m-n]. The Fokker-Planck coefficients have been evaluated'.
and can be found in References 10, 35, and 36.

The Fokker-Planck equation for the atmospheric loss of trapped

electrons reduces to a diffusion-type equation for the distribution func-
tion at the equator fo (WT,o) (in particles per unit energy, per steradian,
per unit volume) (Reference 10):

, boTo) _ 1 fvtb d•'i ~ ~at 2., l r°y'")•

-•:•, 1 a (5-43) i;! • •+ " (I°) JA tb t";o t b ;ý o .bUi ,

where tb is the bc"ince pe-riod.

The energy loss part of Equation 5-43 could have been written in
terms of the total number of particles in a magnetic flux tube per unit
Ii'0 per unit cross ,ecticnal area at the equator:

N No(T, 1c 2Tfo(T',;0) V.o tb (5-44)
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The pitch-angle deflection part of Equation 5-43 describes a diffusion
process in pitch-angle space (for a further discussion of pitch-angle dif-fusion see SectioT. 5. 5 5).

.- The coef'icients dT/dt and D are both extremely sensitive to A0 near

• the atmospheric cutoff. It is primarily this fact that has prohibited
i analytic solution of Equation 5-43; the solution has been generally

through numerical computations (References 10, 35, 36, 40, and 41).
The results of a sample calculation, assuming injection strongly
concentrated at one energy and pitch angle, are shown in Figure 5-5.
In the figure, injection into the trapped-radiation belts was concentrated
at an equatorial pitch an-le Cto = arc corno 0 arc cos 0. 25 and a kin-
etic energy of T= 1. 5 MeV. The successive views represent "sni..-
shots" at the times 90, 190, 365, and 900 days after the initial injec-
tion event. The flux intensity j(cm-2sec lMeV-ister-1) is given as
a function of 1i and kinetic energy T. The effect of collisions is toI" broaden the distributions and degrade the energy. Eventually, of those
injected at an intermediate pitch angle, the only trapped particles re-
maining have mirror points near the equatorial plane.

Below L - 1. 25. agreement of theory and observation leaves
little doubt that, during periods of weak geomagnetic activity, elec-
trons are lost primarily through atmospheriP collisions. The elec-
tron fluxes resulting from the Starfish-high-altitude nuclear (explosion
decayed by as much as an order of magnitude within the first few days.
During this time, several competing loss mechanisms may have been
effective. After several weeks, the major irregularities in the pitch
angle distributions disappeared and the decay levelhd off to a nearly
exponential behavior. By that time, the exponential decay rates were
about the same everywhere on any L-shell. Observed and predicted
decay rates are shown later in this section (Figure 5-13).

Above L 1. 25, the decay after several weeks was exponential
but the observed fluxes lay somewhat above the theoretical predictions.
This seems to imply either an additional steady source of electrons or
displacement of electrons toward lower L-shells (Reference 42). Dif-
fusion of particles acrcss L-shells seems to be the likeliest explana-
tion. This topic is discussed in Section 5.4.

"In the outer part of the trapped radiation belts, intensity variations
occur over short time intervals that cannot be reconciled with slow
diffusion and atmospheric loss. Lifetimes of some outer-belt particles
may be ati short as several days. Although the depletion of trapped-
particle belts through atmospheric collisions is always effective, ad-
ditional loss processes of comparable importance must be considered.
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5.3 INJEZTION OF TRAPPED PARTICLES
THROUGH NUCLEAR DECAYS

5.3. 1 Injectior of Trapped Po.'ticles

The source term. q(T, p.), in Equation 5-34 represents the in-

tSV-ntaneous appearance of trapped particles with a given en,,rgy and

pitch angle. Charged particles may be introduced in mary ways--as
products of fission fragment decays (the decay of fission fragrrmnta

is discussed in Section 12;), as products of neutron decays, ai products
of ionization, ot as products of charge-transfer rcactions(-etween
atoms and ions) The decay of a neutron leaves behind a f-st proton
and a fast electron. This mechanism, which will be dis,:ussed in

Section 5. 3. 2, therefore would appear a likely source of either kind
of trapped particle.

The rate of injection q(T. u1. S. Ai) genoraily depends not only on
energy, T, and pitch angle, p, but also on location on the field line,
S, and on azimuthal angle, • , referred to the ,ield line. The rate
of increase in f( T, p, S) (averaged over i) due to injection in a
segment 6S of the fieltd line is

dflT, j, ) o )4 )d 6S
dt pv1tb (5-45)

Note the factor p in the denominator-isotropic injection does not
result in isotropic trapping. With the aid of Liouville's equationI
(Equation 3-82) the rate of increase in fo(T, Po ) at the equator due

to injection everywhere on the field lino' can be found. The result is

2 TrdSj • q(T , p, S,

dtgn• •S(-46)
P(5

The integration must follow a particle trajectory. If the injection
rate is independent of 0, the rate of increase is just q(T, Po), as

discusseo in Sectior, 5. 2. 4.

5.3.2 1he Cosmic Ray Albedo Neutron Theory
of Trapped Radiation Belt Formation I

The albedo neutron theory of the trapped particle belts may be
briefly outlined thus (References 11, 12, 43, and 44): Cos nic rays
colliding with atmospheric nuclei produce neutrons; some of tht.se
neutrons, the albedo neutrons, leave the atm'•sphere, whereupon theyf.!I decay leaving in their place charged particles that can be trapped.

The expected numbers of trapped particles depend on the rates at
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•LI which neutrons leave at the top of the atmosphere. The outgoing

neutron flux is very uncertain though it appears that a substantial
portion of the high-energy trapped protons below L. 1. 5 may be ac-
counted for by decay of albedo neutrons (References II and 12).

Neutrons are produced by cosmic rays in (p,n) and similar reac-
tions (References 45 and 46). The neutrons may decay in flight, with
a half life of about II minutes or, more probably, may be lost in
atmospheric collisions (Reference 47). Very few neutrons reach low
enough altitudes that they can be easily detected. Direct observations
of fast neutron fluxes is hindered by experimental difficulties so the
neutron flux at high altitudes is poorly known. Most estimates of albedo
neutron fluxes have been derived from the basic processes affecting
neut.-ons rather than from extrapolations of observations (References
46 and 48 through 52). 'ihe number escaping, which is not a large
fraction of the number produced, is therefore very uncertain.

High-energy neutrons, say at kinetic energies greater than 50 MeV,

are deflected on.y slightly in the atmosphere. Therefore, the fast-
neutron component of the albedo fiux escapes nearly tangential to the
horizon-being produced by cosmic rays with paths that do not inter-
sect Zbe e!arth's surface. The angular spread of the emergent beam
of neutrons is determined primarily by toe angular distribution of
particles produced in cosmic ray stetrs (Reference 45). Fast "
secondary particles in turn may interact with other atomic nuclei;
about three fourths of all neutron-generating interactions are due to
secondary particles. Most of the albedo neutrons with kiiuetic energies
greater than 1 GeV are in a beam less than 10 degrees wide. Only
below 60 MeV ib the width of the beam more than 60 degrees.

There is a latitude variation in the energies of cosmic rays which
can penetrate the atmosphere; this is a consequence of the fact that
cosmic rays cannot ente. the forbidden regions discussed in Section
3. 2. 3. At latitudes beyond 60 to 70 degrees, aolar cosmic rays can
penetrate the atmosphere and contribute to the neutron albedo. The
kinetic energies invclv,,d are moderate, 10 to 100 MeV, and the
neutron production rates are expected to vary throughout the 11-year
solar cycle. Neutrons are produced nearly isotropically in the center
of marts reference frame. The angular distribution of albedo neutrons

','I Iis therefore fairly br-)ad (References 11 and 12).

Each neutron decay r-leases a proton with a kinetic energy nearly

equal to that of the neutron. High-energy protons carn be injected
only wh,-n the projection of the initial velocity vector is tangent to the
top of the atmosphere. The 'ate .I injection can be approximated by:

df(, g) -(d ,S)
dq( 7 ) S (5-47)Sdt qdS
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ISOTROPIC INJECTIO N
COEFFICIENTS

L.=25
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Figure 5-7. Equatorial pitch angle dependence of the average injection
coefficient ý for on isotropic neutron flux emerging from the

atmosphere (References I11 and 12). *
part of the pitch angle cone is within several degrees of being tan-

AS ~ gential to the atmosphere. Low-energy protons (T< 50 MvV) art-
Al injected nearly isoitropically; 17 is then just the fraction ot the pitch

angle cone that inter sects the ('arth. Some computed values of T? a~re
shown in Figures 1;-7 and 5-8. In Figtire 5-, , above 7 _ O MvV, the
effect,. of the finite width of the albcdo tieutron beamr is inc ludied. *Fhe

- pitch angle dependence is nearly the sarme as in Figure ;-7.
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•" L = 1.5ISOTROPIC

1 VALUES !,• 865
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1•.'

I .01 - --
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ENERGY V (MeV)

Figure 5-8. Energy dependence of average albedo neutron inject;on coefficient
(References I1 and 12). Above T" 50 MeV, the effect of the finite
width of the albedo neutron beam is included. The pitch angle
dependence is nearly the some as in Figure 5-7.
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The high-energy protons of the( lower trapped radiation belt are

fairly well accounted for hy the albedo neutron-decay theory (Ref-
erence 12~). The slope of the observed energy spectrum above 50
MeV is matched well by the predicted spectrum (Section -4. 2). Some
recent studies omurbining neutron decay and radial diffusion are dis -H cussed in Section 5. .4. 4. At lower kinetic energies, the numbers of
trapped protons are much too great to be attributed solely to decay
of fast neutrons. T'he low-energy albedo neutrons producc'd by solar
cosmic rays might yield apprec iable numbers )f low-encrgy protons.
However, thesk, solar cosmic ray albedo neutrons cannot reach the
equatcr at low altitudes: they cannot be responsible for an enhance-
ment of trapping of protons with large pitch angles.

LOW ENIER6Y ALIIEIO NEUTRONS. High-energy trapped protons
can be attributed to dlecays of fast neutrons. The same source is rela-
tively ineffective in producing trapped electrons; the low-energy trapped

[2 electron number density is nearly everywhere much larger than the
tr -ipped proton de..s ity. It has been suggested that the electrons could
be injected by lom -energy albedo neutrons (R~eferences 43 and 44). Hlow.
ever, neutrons with kinetic energies below I MeV are deflected appre-
ciably within the atmosphere. For that reason, considering a diffusion-
type problemn is necessary to obtain the allbde(. flux.

For any quantity that is transported through a material mnedium,

in this case j (the num be r of ne ut ronts per sq ua re ti-rtinmete r per
ster ver sec ond), a lBoltzmnann-type equaition can be formulated. The
B oltzmann eq uat ion (Equation 1-9I ) gives t he ralt, of change of a
number den sity in a volumec elemenwt that follows ',N flow. Tht gen -

eral transport equation for jin) a plane -layered metdium (11-ferences
$3, 54, and c;') is

Cj7 C, h) 11 h);(~.C

(q -43:)

q(,. h) dr dC (7'.' hnOTh) W(l' 'IC

where h is the depth meas-Ared pi rpt-ndlicular lo the layvrg. The
first term on the left dei tes the rate of depletion (or augmleritation)

ofa streaim of particles iioving at an acngle arc cos C fromr thn nortnnl
to the planec (note !ht- similiarity to 1h:qoati~ ';-14 when C is replaced
b y )The second terni is the- rate o~f loss by ollisions, a is- the.
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total cross secticn, ai-! n is the number density of scatterers.

"Parti-les are added to the stream by a source of strength q. or by

sca, , ,ig, with a fractional probability W, from all other energies,

T ', and angles, arc cosine C' Slow neutrons scatter alnost

isotropically, in which case the scattering probability oWV is equal

to the product of a constant a. (which, of courie, must be less than

or equal to a) and W(T'- T).

When Equation 5-4tV is integrated over i, a simplified equation is

obtained in terms of the omnidirectional neutron flux .1 an-] the flux

across a constant-h surface F (Section 3. 2; Reference 53):
"I.

4Hf h J(T) na z Q( ,1h) + d7'J(T) n W(T' (5-49)

where Q now represents an average source strength:

Q17 d~q(7, C h) ( 0

-l

Equation 5-49 can be solved by standard numerical m.ethods (Ref-

ereices 48, 53, 54, 55, and 56).

Equation 9-49 has it form that reSmbl h. a conventional diffusion
equation. In the lower atmosphere. where the mean path lengths

are so short that j is nearly independent of C, the first term in

Equation 5-19 may be repla( ed byI'L
I) is a diffusion 4 ,),ffi ii'nt (Refere.nces 46, 51, c,, and q4). Vn-
forti, *.1ly, th. Ifr, paths ,)f neutrons near the top of the atn osph.r,.

.,r, : . ,,- ( ompared with other dimiensional parame.ters. Consequently,
t(th' anisotropies are great enough that th:" diffusion equation solution

(dý,cs not give entirely reliable results for the flux at the top of th'
•. i atnosph,.re.

An i rlditional ( oniplication is that neutrrol•s t ,.nergi,' s ti(uchi less I
than ,V cannot leave the. ('arth's gravita,,,.al ,ield. This h-s the

rffe,( ,)f int r.a sing the rate of ne.itron d,'c ays near t},e ear th, though A

+h,. ,iibcd(a is diminished only slightly (Rl terentv 4t).
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Various solutions to IIe neutron-transport problem have appeared.

They are all normalized to measured fluxcs of neutro.n of cosmic
- rays observed at 'ow altitudes. Figure 5-9 shows computed rates of

neutron decays near the earth. Tl-?se should be thc same as the rates

of electron injection (References 44, 45, and 46). The electrons re-
leased from slow neutron decays above the atmosphere are injected
into the trapping regions nearly isotropically.

Albedo neutron docay is definitely inadequate as the sole source o'
trapped electrons (References 35, 43, and 44). Additionally, it is
significant that the energy spectrum of trapped electrons is much
different from that of the neutron decay component (Reference 57).

5.4 NONCONSERVATION OF THE THIRD

ADIABATIC INVARIANT

5.4. 1 Hydromagnetic StabiPty of Trapped Radiation

Simple two-particle interactions arc inadequate to explain all the
observations relevant to trapped particle sources and losses. The
remainder of this chapter is concerned with the effects of plasma
oscillations and collective behavior of large nu.nbers of particles.
A first consideration is whether 'he trapped radiaition belts are
always stabl,, against gross instabilities, primariiy involving viola-
tion of the third adiabatic invariant .

The .1 x B term ini the oec h, nic al force equation. (Equation i-100)
- an be simplified reradily with the aid of Maxwell's Equations (Equa-

tion 3-108). .result isyi

IV

4 ff

The expression (n the right of Equation I may - identified Iith
the d ,vergen-e of the Maxwell stress tensor (Ref,-t. vr 16):

12 12 1 22

-Id -- _ ,_,-,

T.4 f-2y x y2 z-

1 __

-13 13 x1B3 713713 B-r3
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aiThe mechancal force equation then can be written in the concise form:

" -V. (T + ()-53)

The magneto-mechanical stresses are equivalent to a p.,Sssur-

B 2 /817 transverse to the fie'Ld lines and a tension B-/81r along the

field lines (References 32, 58, and 59)

The ratio of the transverse particle pressure to the magnetic pres-

sure is a useful critrion of the relative importance of particle" versus

field (Reference 60). If the ratio

IIn

Sa[ia l particles] (

B / 87?

is much greater ttn*.n unity, the medium behav( s as a classical fluid

and the magnetic field ha. little effei L on the gross motion. Con-

versely, if RSP is extremely small, so little energy is containc.: in

the particles that the effects of collective behavior are likely to be

insignificant. When /p is computed for observed naturally trapped I,..•
particles , the result is generally much less than ! . If j- 'in any Dart

of the radiation belts) should eer exceed about 0. 1. the radiation A'
belts would very likely exhibit all the types of plasma instabilities oh-

served in mirror machines in the laboratory (References 60. bl. and
621 A

The p~arameter p is nearly the ratio of particle kinetic energy to

magnetic field energy. The :,:agnetic field energy contained within a
Y na. narrow range, 6L, of L shells between the two ccnitigate intersections

with the atmosphere is

6N% R B 2 ./L-l 6L (5-551
2 E E

The total integrated magnetic energy between the earth's surface and a
shell of field lines is showr, Figure 5-10. (The unit of energy in the

figure is equivalent megatons of TNT explosive energy; I MT = 1.2 X
"102 erg. I The tota* kinetic energy of the particles trapped within an

L shell is not expected to appreciably exceed the magnetic field energy.
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Fi,,ure 5-10. Total magnetic field energy in the volume contained between theearth's surface and a shell of field lines at LRI/RE The unit ofenergy in nthe fig re is equivalent rýgatons of TONT explosive energy;I MT= 4.2 x 10 2 erg= 4.2 x 10 joule.
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( ., r:sually 9p varies considerably along a field line. although in most
"U observzd cases of distributions stable over periods of days. the largest

Op is generally at the equator. The largest 9:p can be used to estimate
the saturation fluxes for any assumed pitch-angle distribution. A rea-
sonable upper limit for Op might be somewhat less than I-pcrhaps of
the order of 0. 1. The limit on Op is invoked in Section 7. 3.2 to pre-
dict the maximurn trapped fluxes that might occur following a high-
altitude nuclear detonation.

If all the trapped particles are assumed to have the same energy,
the maximum Op can be computed for a pitch-angle distribution of the
form (this is very nearly the distribution which would result from
pitch-angle diffusion alone on moderate and high L-shells; see also
Section 5.5.5 and the fo]1vwvrig)

Jo 24n 2 ')n/2n, I Jo~jc "4 } I 11"•C
8 1/4c

- 0 Ui>l>c (5-56)

The or.•nidirectional flux in the equatorial plane is Jo" For all n a 0,
the minimum Op occurs at the equator. The maximum flux, in terms

of the assumed pressure ratio, is F
i! = 2/ BE #P / [1 -gZ 8/(6-n)(4+n)) (5-57a)

0 8ff L6p c:'

e 7. 1013 8p (6+ n)(4+n) 5A

I " ,:'-•.'L • ( e / ) L [(6+n)(44n)-8] + 8L .•,3/

[ ~~( 5 - 5 7b).:-

wheze the atmospheric cutoff has been substituted fcr uc*

5.4.2 Interchange Instability in the
Outer Trapping Regions

A plasma may be expected to be confin,'d by ;i rnagnetir fi.ld that
provides a suPficiertly great Magneta i pressuro ,, h(. ,xtcriP,r to ,

Scounteract the particle pressure of the plasnri that is see.king toII€'•escape. This is not always possible, though. Th,- instability thajt

results if two fluids (in the present c as:, a pl;is :;, and a ra 1 ri 't1
field) can exchange positions with a conscquent de' rease in total

,:: .,t5-39 ..
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energy is known as the Rayleiph-Taylor instabilit, (Reference ;i:)).

This instability is welt known from ,.arly laborat•,ry studi,.s v~he.re
-t va s ( a1lhd th- flutihe ' or interchange instab,•ilt.Y h ause ;, Pla"nia,

boundary tends to break ' p intu, gro(ý%v• s or 'flute ' :,s the. )Isllan

leaks w.", (arrying along the. fi.ld linws (R1.i.ret'. .1, , nd )
,.Genf-rally, whenever fif:Idl lines at thc plasila bo)undlory ;,I*,(tr lý-Xc,.. If,

the vx t:,-' r, a n instanility resuIts (R .f vr-n( o

The criterion for stability at an interior point is rather compli-
cated. Though the field lines may be convex in a direction toward
which the particle 4ensity decreases, the plasma may be stable
-v.erywhere except on the extreme outer boundary. The plasma par-

ticle pressure in the exterior region may be greater than the interior
pressure; the growth of instabilities thereby is restrained.

The total erergy of all the particles on a field line is proportional
to H(M, J,&, 0) f(M, J,H ) dMdJ where H is the Hamiltonian and M
-mnd J are the first two adiabatic invariants (References 64, 65, and
66). The Euler pntentials, & and 0 (Section 3.4. 1), are especially
useful in treating hydromagnetic stability. The plasma is stable only
iL any exchange of two field lines and their associated trapped particles
results in an increase in the total energy. With the assumptions that

Lhe adiabatic invariants M .. nd J are preserved and that the Hamiltonian '

depends on only one spatial coordinate , the necessary and sufficient V . ,

criterion for stability (Reference 66) ip

I df) < 0 .(9-58)d0 J ,'- -)-

The notation (6/6H) Mj refers to a partial derivative in which M
and J are held fixed. Often the sufficiency criterion alone: v.

"(':Mj0 al! M, J (5-59)-III MJ

"need be considered.

The stability criterion would be satisfied for almost any particle

distribution if a minimum with respect to Of and 0 exisced in H . All
the particles in such an energy well would nave minimum energy and
escape from the well would not bt possible. In a dipole field, no
energy wells occur, so examining the details of the distribution

function is necessary !o determine whether Equation 5-59 is satisfied.

The assumption that f depends only on one spatial c)ordinate is
entirely j.:•tified for a geomagnetic field that has a high degree of

•" c -40t*1
S . . . ..4. . ... 5. • • •,a : ... • • - ". .. ,• • .•..... . • • • -" ;', • l • • . ...4......=- Q•a.;. •: : •,- : :
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I axial symmetry. The particle distribution function must be related,
.O'~howevyer, to the distribution in T , 1j,, 1. or 7.1, L c oordinate s if

-~ meaningful (- nparisons are to be made with actually obse-rved par-
ticle fluxes or intensities. Some of the det; iis of the transformation
arc given bet ause the intermediate results may be of general utility,.

The distribution function f cain be replaced by N(M, J, a), the

number c rossing, the- equator per unit magne-tic- flux, d Ord 0. Thew~.total number of particles pet energy interval aind per p. intervail in
a magnetic flux tube of cross se,-tion R 0 dll,,dOl is

N (T ,p ,R ) R d R d ~J NklM, J, a) d cad (S -00)
0 0 0) 0

The adiabatic invariants are related to energy and pit( Y, ingle through
the Jacobian

[MJ) M . J 'M ý jJ '-l

B 00 0

Th re 9( i just vtbIR() ah defined in Equation 3-47. Now the

gitdc.Tht, or res poncling (Y is -VME /R, tin the eqi~itor, where the
magnticfliLx le me nt is

d td BR d R d 5 (6 3a)

Terelation between thv previously defined two distribution func -

tions is

N Cr t' I R*yp P9()N(M, J U 63bV -h le-ft-hand side oRypj io. 3ii)61 st)t nest

.Z) i O(Ta.M' )
'1J M- Jrr,( or R 1 -6~4a)
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The partial derivative with respect to H in the stability criterion
can be replaced with a partial derivative with respect to Ro by the
(not obvious) relation (Section 3.4. 1; Reference 67):

B R BR (S-65)6R " b o It o c bt ýH-
0 0,J

However R 0o0/6t is just the azimuthal drift velocity; therefore,
(e/c)60/8t is always negative regardless of the sign of the elecLri-
cal change. Finally, the interchange st.;hility criterion (Equation
5-59) is

> 0 all M, (J-' ')

In the natural trapped radiation belts, most cf the energy is
"retained by fast protons. If the prutons by themselves are stable,
the trapped electrons should not be able to overcome the inertia of
the protons. It is probably safe to assert that the entire trapped
particle belts are stable against interchange of field lines. The
proton intensities are not well known for all values of M; however, :
all the available data indicate that the natural trapped radiation is )
stable as far out as L; 5 to 6 (References 67 through 71). That
N(M,J, a) increases with radial distance may be taken as good ev-
idence that particles are being added continually from outside
(Reference 70). If particles were not continually added, the outer
boundary would be subject to instabilities and the consequent loss of
particles would lead to a reversal of the gradient (Equation 5-66).

The artific ial electron belts resulting from the Starfish high-
altitude nuclear explosion are anotlfr matter entirely. When a sim-
plified model of the artificial electron disribution is constructed and
.(jo/p2),'1L is integrated over J, the necessary stability criterion

A (Equation r-58) clearly is not satirfied (Reference 69). The results
of such a computation are depicted in Figure 5-i1. How a plasma
behaves following the onset of instability is not very well understood.
If indeed the electrons are subject to instability and the resulting
hydromagnetic motion preserves M and J, then electrons might be I
expected to move outward with a softening of their energy spectrum.
"A softening of the energy spectrum of the Starfish trapped electrons

may have been observed, though an interpretation on the basis of
hydromagnetic instabilities is uncertain (Reference 69).

=td.t
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belts (Reference 69). 1-
The preceding discussion of hydromagnetic stability was incom- 4

piece because currents flowing in the ionosphere were ignored. In
the trapped radiation belts, the field lines are effeccively "frozen"
into th , mat-rial. If an entire field line is to exchange its position
with another, the finite transverse cunductivity in the ionosphere
"results in a relative motion of material and field lines at the lower
ends of the lines. Equations 3-100 and 3-101 relate the velocity with
which field lines are dragged through a plasma to the ir.duced cur-
rents; thus:

.J f 3'.vx (5-67)

b I where • is the conductivity ten.;or. Substituting this in Equation
3-100, however, gives a force:

( 5-43
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F . v X B) X B (5-68)

contrary to the direction of motion. This force is thought to be ad-
.•.';'equate to restrain the field lines and prevent interchange.

• 1The stability of the earth's radiation belts retaining the electric
fields induced by plasma moti'rn in the ionosphere has been analyzed
(Reference 71). The energetic trapped protons can be stabilizeci byI;- the ionospheric conductivity during the day, even if the simple stabil-
ity criteria were violated. At night, when ionospheric electron

d~ensities are low, the ionosphere cannot be very effective in prevent-
ing instabilities.

5.4.3 Radial Motion of Trapped Particles as a Consequence of

Nonadiabatic Behavior-Resonant Acceleration

The interchange instability leads to nonconservation of the third.
adiabatic invariant, 0 . If the instability occurs in a dipole field,
trapped particles tend to move outwards, initially preserving the
adiabatic invariants M and J . But, the stahility criterion (Equation
5-67) now seems to be well satisti2d in the trapped radiation belts.
The intetior (particle) pressure is counterbalanced by more than
sufficient exterior (particle) pressure so that any mixing of particles
on different I.-shella might be expected to result ir, particles being
transported inward by diffusion (References 68, 70, and 72 through
75). In fact, an., process that involves non,:onservation of 0 could
result in inward (or outward) motion of trapped particles. Here then
is a relatively uncomplicated mechanism for maintaining the radiation
belts against atmospheric and other losses. Enough particles exist
"in the solar wind to supply all the trapped particles, provided they
can get down to low enough altitudes.

Invariance of 0 requires that rmagrietic and electric fields do not
change appreciably within thu! partich.i' drift periods (Se(tion 3;
References 64 and 65). If the fields fluctuate in a regular fashion,
some particles possibly can be accelerated-somewhat as particles
are accelerated in a cycittron or betatron. Several instances have

J= •been noted in which a recurring geomagnetic fluctuation apparently
resulted in acceleration of trapped electrons (References 69 and 76).

The requirements for an accelerating field seenm to be me' oy a
coherent woridwide magnetic variation with periods of .,rout 1 hour,
a ometimes referred to as DpZ or DPZ variations (References 77 and

,;I 78). Intense groups of nearly monoenergetic electrons in the lower

-5-4
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radiation belt were observed to be associated with several such
fluctuations (Reference 76). The drift periods of these electror..9 were
similar to the periods of the fluctuations, which exhibited neveral
complete cycles.

i Whenever the magnetic fluctuation fields are known, the elec'tric

fields in the ionosphere cart be derived with the aid of known ion-
ospheric conductivities. The majority of the electric field in the
DPZ fluctuation~s appears to be a ( url-free field (7 x E+ = 0)-derivable

froin a potential field (References 78 and 79). Conductivities along

field lines are very large, which in turn leads to potential gradients
that are neailv transverse to the field above the ionosohere. Otne
component of the electric field will be in an azimuthal (0) direction.

This component is primarily responsible for particle accele!ration
(Reference 76). A particle with the proper drift period and phase i.,
in resonance and experiences an accelerating force on each circuit
of the earth. The situation is not exactly equivalent to the accelera-
tion of charged paiticles in a .yclotron. Instead, a particle drifts
inward and the resulting increase of kinetic energy is a consequence
of conservation of M and J

TRAJECTORIES OF PARTICLES CONSERVING ONLY THE FIRST

AND SECOND ADIABATIC INVARIANTS. If the first and second adia-
batic invariants are preserved, this simple relation (Reference 80):

Z. (si(a ) (5-69) $
.'.r

results from Equations 3-46, 3-75, and 3-76. J(0o) is just that part
of J that depends on the pitch angle. Equation 5-69 relates the equa-

, torial pitch angle a to the flux invariant 0. Equation 5-69 alter-
natively may be regarded as a r,.lation between L a-.d the pitch angle:

L 21 R0 LI (5-70)
E E Z sin 07)

')nce ., ;Ia: O are known, the mirror field 13,1 can be found im-
n'•-diately. Since M is assumed constant, the momentum squared
.nudt ble pcoportional to Bm a -. ýrapped particlte moves across

L-shells. Nurnericai relations t'ttween L, 00 1 and Bm are given
ir, Figures 313-19 through 3B-19. Those figuros are plotted for
arbitrary values of the parameter JP/Mm " .IBm
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Of course, the distribution function N(M, J, a) is conserved for a

group of particles that moves inward or outward together with changes

in the geomagnetic field (this is because the flux dad0 is conserved).

The intensity jo therefore is seen from Equation 5-64 to be propor-

tional to momentum squared.

When the equatorial pitch angle is large, the momentum squared
is nearly inversely proportional to L as a particle crosses L-shells.

For mirror latitudes less than about 20 degrees, the momentum

squared is nearly (within an error of less than 1 percent):

P •" L -- BE.. (5-71)

Or, in terms of the initial mirror latitude Xml

2 2 L (5-72)
2p

The subscripts I refer to the specified initial values. ,

At low energies, the square of momentum may be replaced by the
kinetic energy. Equatior,.i 5-71 and 5-74 then give directly the energy

gain or loss resulting from cross L-shell drift.

5.4.4 Stochastic Acceleration and L-Shell Diffusion

Most geomagnetic fluctuations are not obviously periodic (except
for the daily variation). They are randoly distributed in time, with

characteristic periods from fractions of a minute up to many hours.

A schematic representation of the power spectrum of geomagnetic
- '2fluctuations observed on the earth's surface was presented in Figure

"t ~2-7.

""-7.That random, isolated magnetic disturbances can cause irrever-

sible changes in the particle distribution is demonstrated readily for

"the type of disturbance known as a sudden commencement. During
Ssudden commencement, the geomagnetic (ield is rapidly compressed
(S'ction 2.6.2), especially on the sunlit side of the earth. Partic;.--
continue to drift adiabatically in the distorted field, but now tho""
"that were previously all on a single L-shell may be on quite diffe: -i.

"I I 5-46

......



2 December 1974

invariant surfaces. The end result is that, if ti,: compressed field
is released sufficiently slowly, trapped particles will be spread over

and expansion'- )f the geomag'-etic field thereby can result in diffusion
~ of particles.

Any Magnetic field fluctuation with a charactcristic perind near
the drif period can cause nonconservation of the thi'rd ad.'abatic

jr invariant 0.and acceleration of partit: lea. The acceleration of a
charged particle by randorn electromagnetic field fluctuations is
called stochastic acceleration (References 73 and 81). Again (as in

the treatment of particle collisions), a Fokker-Planck-type equation
isusefuil in dvsc.ribing a process that is deter mined by the out oflies

of many randorm events. The Fokker.Planck diffusion equatim-1, for
the number of particles trapped in a magnetic flu'x tube at R 0 per
unit area in the e-quatorial plane N(M, J, R0 ), is expected to be of the form:

bN(M. JRr1

at AR) N(M, J, R

4 R L((LR'i)) N(M.J.R +. (5-73a)

D .N( MJJR r LD, N(M J. R.)] 4 0 (5-73b)

A source Qý has bee-n included here. A one -dimensimial diffusion
,'quation is va-lid if tit( diffusion pro( voids with a time scale that is
large ( omiparied to all i)the r time pararnete'rs. If at any point or, a

.1field line thevy .irl- transferred it- another field linev, thle particles

are- rapidly 'snea re-d' ovr a new invariant surface. Only on very
high 1.-shells needr the- inva riant surfaces bi- sp-t ified by More, than

one- pa ram'' te r. In thI ext renie nutite ranidia tio)n belIts , a two -
dimensional r&fftision -quation involving R,, or 1, and some other

colorclioitr (stich its piti It angle 00 or mirror point field Bn,) would

3A parti" tla r sliholion oh -Equation "-71 is av-tilahle for the caser

whe-n ther distribution func tion N(M. J1, a, . ) is consta-nt everywhere.I
Liouville's theorem Must apply to N. It is only necessary that par-
f idles should follow dynamical trajectc rica ( need not !e .onserved)
in ordet that N remain unchanged after the exchange of particles be-
tween two invariant surfaces. The stability criterion (Equation 5-18)
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guarantees that energy is not lout or gained. When the distribution
function BoRoN(M,J,O) (Section 5.4. 2) is inserted in the Fokker-
Planck cquation, the time rate of change must be zero. A solution

A 1(References 28, 82, 86, and 87) is:

2

D 2 0 R0 (5-74)

The relation between the two Fokker-Planck coefficients should
hold when sources and losses are included in the diffusion equation.
Therefore, only one coefficietit need be computed:

D -D (5-75)

'i, The simplified radial, or cross-L, diffusion equation may be re-
written:

a t R 7R26 1

The motion of a particle during a geomagnetic disturbance
should be derivable directly from the equations of motion of an in- K
dividual particle. The drift velocity is perpendicular to the field
lins-s. Thv rate of than.ge (if R 0 nmust be a single-valued function of
the meridian plane component of the drift velocity VD (References
81, 84, 88, 89, and 90):

dR l+ 3 sinZX (577

dt VD[mvridian planel 3(5-77)cosk "

where X is the latitude of the particle at the instant an electric field
"is applied.

The diffusion coefficient D for a dipole field may be computed
after breaking the disturbance field B into symmetric (S) and asym-
metric (A) parts:

q•'•! f~l: ["S(t) cos 19- A(t) r sin ZOcosol •

S(5-78)
+[S(t) sin6 - A(t) r cos Zcos4fl +[Alt) r coso sin (7
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where , and are the unit vectors in an earth-centered spherical
coordinate system and 8 is the polar angle or colatitude. The spher-
ical harmonic ,xpansion of A1 has been terminated at the first-order
terms. The induced electric field El, associated with the magnetic
disturbance, is (Equation 3-107)

I Z dA s 2 2dAEl 'dt •r sinesin Or^- r -(OSO sin06

[6d 2 dA 26 ]I
[-L d sin 8 r-f-(3  7 sin -o] (S-79)

The tit e average of the displacei,-rnnt is complicated; the computa-
tion has been performed with the resitit (i~eference 89):

i 10
1WL5~~ 2 2E

TIn, P~ E A'IV~1/t C" -80a)I n a g i , m A3 / =l t

B dE

16.55 r F( ) R 2 L1 0 [V 2 PA(wd]I/ (5-80b)

The power spectrum is evalutated at the drift frequency. The function
F()*m) is presented in Figure 5-12. As might have been expected,
D magj depends only on the asymmetric A part of the fluctuations.
The magnetic fluctuations have been decompost.d by Fourier analysis
so that the power spectrum ' .(V') is the Fourier transform of the
average of A(t) A(t * t'):

, PA(i) M 4 r dt' [A(t) A(t + t• ) os Z( f 1 t' . (5-81)
A 10

the flux of energy transported by magnetic fluctuations between the
frequencies V and V 4 dr' is proportional to P (t')dt.'

A

A similar result follows for curl-free electric fields. When the
disturbance field E1 is everywhere normal to the static magnetic
"field, the diffusion coefficient (References 82, 88, and 89) is

[ell m kI
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Figure 5-12. Latitude-dependent pc-t of the radial diffusion coefficient
(Reierence 89).

The power s,,ectrum, Pk(L, V ), here ari explicit function of L, cor -

responds to the k'th component of the harmonic analysis of the elec-

tric field:

Eg 1 (L.0, t)= -:O Ek(L. t) cos(k + Lt0) (5-83)

where 0 is merely a phase correction. The electric field d.ff.ision

coefficient D ell depends on the mirror latitude only through the
. I drift period Id . The variation of drift period with mirror latitude is

so slight (Equation 3-50) that D[elJ is quite insensitive to mirror

.1 5-50
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latitude. Generally, the magnetic fluctuation diffusion coefficient

D is much more sensitive to mirror latitude than is the electric
-field iffusion coefficient D[el) . The magnetic diffusion coefficient
falls so rapidly with increasing mirror latitude that magnetic accelera-
tion effects are most important near the equhjorial plane.

The magnetic fluctuation diffusion coefficient might be computed
from a knowledge Of magnetic disturbances observed on the earth's
surface (Section 2.7). But the asymmetric part of the disturbance
is proportional to radial distance, so ground-based magnetometers
are sensitie primarily to S-variations. The relation between A and
S is provided by the model chosen for the magnetic field. Some the-
oretical models have been constructed (References 89 and 91). Ob-
servational data collected with artificial satellites may be employed

V tto further refine the models (Reference Q2). Attempts have been
made recently (References 93 and 94) ,* perform direct measure-
ments of electric fields in the magnetosphere.

'I The spectral behavior of magnetic variations is not known with any
more certainty than is the spatial dependence. The crude spectrum
of Figure 2-17 is proportional, below about 1 hertz, approximately
to the -2 power of frequency. A P.I 2-2 frequency dependence is in
agreement with most com~atations based on sudden commencements
and other disturbances with a fast rise tiine succeeded by a slow
recovery. For this special case, the diffusion coeffi, ient is inde-
pendent of drift period and is just proportioral to L1 0 . Other as-
sumed types of magnetic fluctuations yield quite different diffusion
coefficients. Generally, for a power spectrum of the form:

-n •

.P PA M)cv (5-84a)

the di(usion coefficient (Reference 89) is

D. L L+Z11 M2-n 12-n 4-ZnDImagi L p(58b

EMPIRICAL COMPUTATIONS OF DIFFUSION COEFFICIENTS
FROM OBSERVATIONAL DATA. The observatior of an uncompli-
cated, unequivocal example of radial diffusion remains elusive.

4:;1,," Because the motions of individual particles cannot be traced, observa-
tions of temporal changes in the trapped particle distribution must be

Ip" relied on. But a radial motion of a group of particles is subject to
being interpreted as a convective fluid motion of the entire group.
On the other hand, a decay of the trapped partici.. flux at a single,
isolated location perhaps could be explained by sor!.e other, yet undis-
covered, loss process.
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That the Liouville distribution function N(MJ, (k) increases with

I L is suggestive of radial transport but is hardly conclusive evidence.
The most compelling evidence for radial diffusion perhaps should be
sought in the lower L-shells where the sources and losses are best
understood. It has been noted that the artificial Starfish electron
belts near L = 1. 25 did not decay as rapidly as predicted from at-
mospneric losses alone. Comput'-d and observed deca-" times are
compared in Figure 5-13. Below L t 1. 2, the observed 'ecay time
'r and the decay time predicted fro.i. atmospheric loss tim, Ta differ
enough that a cross L-diffusion coefficient can be computed. The
atmospheric loss is well understood. The apparent discrepancy
could only be explained by the addition of electrons diffusing from
higher L-shells. The decay of the Starfish electrons can be rep-
resented by a simple empirical relation:

Tý aN(M, J, Ro. t) N (M, J, Rop t)
=__ 0(5-85a)

at

where T is the time required for a decrease by a factor l/e 0.368.

The diffusion equation for this case can be solved analytically with
the result (Reference 42):

R o
)~ -- (M, J, R t) d RLj D (- b)[ R2I N (M, J, Rot) 02

6 R 0

"R 0 0 00I Ro

where Ta is the predicted atmospheric loss decay time. The mo-
mentum of particles is nearly proportional to BOO so the relation
between n and measured intensity j (Equations 5-64 and 5-72) is

fR jo (T, )
N NM, J,R a!" (5-86)

00

M f + om 3

' Computations thus far have been practical only for particles with
orbits restricted to the equatorial plane (where J 0) .
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Figure 5-13. Decay time constants of the Starfish trapped electron belts
(Reference 42). -r is the actual measured lifetime while 7-0 1Is
that computed for atmospheric losses alone.
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Near the lower edge of the artificial radiation belts the intensity
is approximately proportional to exp(138 x L). In this same region,
T'a drops very rapidly with decreasing altitude. T" and r'a are compared
in Figure 5-13. The computed diffusion coefficient (Figure 5-14) has

a strong inverse dependence on L (Reference 42). This result is not
easily reconciled with Equation 5-85. Perhaps a very large positive
exponent in the magnetic fluctuation power spectrum is not necessary
if the diffusion at low altitudes is p.rincipally due to curl-free electric
fields, particularly the fields associated with recurring fluctuations
(Section 5.4. 3). Indeed, the particles noted in Section 5.4. 3 that
presumably had been accelerated by recurring field fluctuations were
at L - 1. 15 (Reference 76), below most of the trapped radiation
regions. In the higher parts of the trapped electron belts, the decay
time constants of Figure 5-15 have to be explained. The estimated
intrinsic uncertainties, except where indicated in the figure, are
generally of an order of magnitude comparable with the scatter of
individual points. The data points attributed to Reference 98 are
anomalously high because they include the effects of artificial electron
belts. The higher characteristic energy of electrons released after a
nuclear detonation results in lifetimes enhanced by a factor of 2 to 5.
The higher set of data points attributed to Reference 104 represents
only the electrons with more than 1-MeV kinetic energy. The solid
curve at the left refers to computations of atrr.ospheric losses
(Refereace 41). It should be evident from this figure that atmospheric

decay cannot account for more than a small fraction of particle lossts
above L P 1.5. The trapped electrons resulting from the USSR high-
altitude nuclear explosion of 1 November 1962 exhibited a radial spread-
ing that can be explained by radial diffusion (References 106 and 107).
When electrons restricted to the equatorial plane are considered, the
resulting diffusion coefficient is represented by the single point at
L 1.8 in Figure 5-14. The L-dependence of the diffusion coefficients
in the lower left of Figure 5-14 is so extreme that a nearly vertical
line (with a negative slope) appears. Elsewhere, the diffusion coef-
ficients agree with Equation 5-85. The individual points at L = 1.7,
2. 1, and 2. 2 were computed from observations on the decay of arti-
ficial electron belts (Section 6). The curve attributed to Reference
75 pertains to the diffusion of trapped protons.

"An interesting case that seems to be attributable to radial diffusion
was observed (References 108 and 109) in the outer radiation belts. There
the electron distribution was greatly disturbed by a magnetic storm.
After the storm, certain features of the radial distribution seemed to
drift inward. Figure 5-16 illustrates how the perturbation in the

'i 5-54

4 .. ... .... ...... , L,,, • • ...... ...... • • , ,, • i • • • • • • .. ..• ._ i _ .. .. ..• .. ... .. ..J



Hi; ___2 December 1974

i2 REFERENCE III -

IEEE C III

b~ L 10

R FERENCE 107

0 10'

o l0 ______________REFEPti'-C, 75

3 'U REFERENC. 113

4J

42 REFERENCE 107

Figure 5-14. Radial diffusion coeffcients fo lectronswith 60cege equatori1aJI pitch angles (Reference 110). The L-dependence of the diffusion
coefficients in the lower left ofFgr -4i oextreme that a nearly

d vertical line (with a negative slope) appears. Elsewhere, the diffusion
coefficients agree with Equation 5-85. The individual points at L =1.7,

2. 1, and 2.2 were computed from observations on the decay of artificial

J.electron belts (Section 6). The curve attributed to Reference 75 per- r
tains to the diffusion of trapped protons.
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.Figure 5-1-,'. Decay time parameters for trapped electrons on intermediate L-shells.
S", The estimated intrinsic uncertainties, except where indicated in the

. .i figure, are generally of an order of magnitude comparable w:th the
-}[ •! catter of individual points. The data points attributed to Reference 98 i
;• •1are anomalously high because they include the effects of artificial
;"' electron kilts. The higher characteristic energy of electrons released
•1 after a -iu,•ear detonation results in lifetimes enhanced by a factor of
•':'•t2 to 5. The higher set of data points attributed to Reference 104

S• represents only the electrons with more than 1-MeV kinetic energy.
i• ~ ~~The(Rfre solid curve4) at the left refers to computations of atmospheric losses
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•zure 5-16. Inward motion of trapped electrons during a period of 9 days.

distribution moved inward while preserving its general shape. The
omnidirectional fluxes on the equator of electrons with energies
above 1. 6 MeV are shown in Figure 5-16 (Reference 108). Though [,.
this is not obviously the result of pure radial diffusion, the inward
motion can be described by a diffusion equation with the coefficients
shown in Figuze 5--14 (Reference 107).

The remainder of diffusion coefficient determinations have been
primarily attempts to explain steau.y-state features of the trapped
electron and proton belts (Referen,.e 114). Most electron diffusion
coefficients computed for the region between L f 1. 8 and Lad 5

, exhibit the expected L 1 0 form.

The low-energy trapped proton distributions seem to be consistent
with the hypothesis that these protons originate in the outer mag- I
netosphere and are transported by diffusion to lower L-shells (Ref-

Serences 68, 75, -ind 115). Recent examination of the higher energy
protors (Referernce 116) indicates that radial diffusion plays an
important part in determining the distribution of these particles
below T, = 2. When the albedo neutron source, atmospheric loss
mechanisms, and radial diffusion are combined, the i.esulting dis-
tribution is consistent with the observed distribution of protons above

' 5-57
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several MeV. Because of the scarcity of definitive measrements,
the radial (L) dependence of proton diff'.3ion coercients is not yet
certain to be at all near L 1 0 .

5.5 NONCONSERVATION OF THE FIRST AND
SECOND ADIALIATIC INVARIANTS

5.5.1 Trapping Limits

That geomagnetic fluctuations and large-scale electric fields can
alter the third adiabatic '.nvariant has been demonstrated adequately.
If 0 is not conserved in .he trapped radiation belts, changes in the
first and second adiabatic invariants might also be expected (Ref-
erences Z8 and 89). The power density of geomagnetic fluctuations
observed on the earth's surface falls rapidly with increasing frequency,
but energy in moderately high-frequency oscillations near the gyro-

fre%,uency and bounce frequency is still sufficient to affect trapped
particlc moticns. Properly, the Fokker-Planck diffusion equations
for radial di'.fusion and pitch angle diffusion should include terms
resulting from failure of all the adiabatic invariants (Reference 28).

Ore possible consequence of nonadiabatic behavior is that stable
trapping of protons and heavy particles becomes less likely as theS~~particles' kinetic energies increase. Section 3. 2. 3 noted that on any •''

L-jhell a maximum energy occurs above which trapped orbits are not "
possible. 'ctually, the maximum energies of protons observed in the
trapped radiation belts seems to be somewhat lower than predicted
by the -imple theory (References 11 and 117). It has been suggested
that this is because inhomogeneities in the magnetic field may be "

about the same size as the particles' gyro-radii. Therefore, M and
perhaps J might not be strictly invariant (Reference ll). Analysis
of naturally trapped proton data leads to an empirical formula for the
maximum momentum of protons on any L-shell:

p(M.V/c) Irk.. (5-87)

This momentum limit is about 10 times lower than the limit derived
from Stdrmer's theory for orbits in a strictly dipolar field (Equation

3-Z8). Protons with greater momenta presumably are not trapped
with lifetimes comparable to their predicted lifetimes for energy loss
in the atmosphere.
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5.5.2 Nonconservat:Qn of the Second Adiabatic
Invariant-Fermi Acceleration

If a trapped particle is to have its aAabatic invariants altered,
the fluctuation fieldb must be aligned in such a fashion that particil

)acceleration can occur. Section S. 4.4 noted that only certain coni-
ponents of the fluctuation fields hau.j any effect on the third adiabats',

invariant, e.g., only the azimuthal component of a large-scale
electric field can accelerate particles. Because the second invariant

J depends on the longitudinal component of momentum, pl,, only th,!
parallel part of the fluctuating electric field, El 11 ' should be expected
to cause ro:iconservation of J.

A change in P does e~ot necessarily invoi,,- :t c!.ange in J, howev r.
I; For example: When a dipolar magnetic field is compressed, the field

lines are shortenred. Hence, the distance between mirror points,

SSm2 - Srn1 is decreased. But if the adiabatic invariant

SJ p11 ds

ie. to be preserved, p 1 must increase inough to offact the shortening
of thk- trajectory. The resultant increase in the total moinentum is
a consequence of invariance of the magnetic moment invariant M
It has beern called Ferin acceleration bet aust, a similar effect was
invoked by Fermi in an attempt to explain cosmic ray acceleration
(References 32 and 65). A simple explanation of Irermi acceleration
Smay be constructed by referring to a charge'. partice spiralling about
a field line as it enters a region where the field converges. In a

I static field, the particle is reflected, with no change in its kinetic

energy (Section 3. 1. 2). But, if the turning point is moving with a

'. longitudinal velocity Vm toward the gyrating parti, le, a stationary

obs(.rver would, after reflec tion, measure an increase by an amount

of ,Vrn in the particle's longitudinal velocity.

. The energy gain (Fermi acceleration) in a single encounter with

a moving magnetic mirror is (Reference 118)
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2/2 
2

1 -v ,/c ) (I -v / 2
6E ,,, (1- / v (I ( -/v,/

I ],+(3-vl) 2 VI (5-88a)

- (V + v ) (5-8/b)1

This formula is valid when the velocity of the moving mirror is con-
siderably less than the speed of light. The mirror v~locity is to be
taken positive in head-on collisions and negative in collisions in which
the mirror overtakes the particle.

•i;The effects of hydrornagnetic waves are equivalent to the accelera-

tions incurred in-many random encounters with moving magnetic mir-
rors. If some average frequency of encounters Vrm exists, the
Fokke 4.- Planck coefficients for :h2 alteration of the parallel part of
the momentum (Reference 119) are

th bony frqec orap'x

thi0 b e m p T5-89)

'(0),w• 4 Y Zm2V2 V 
( 5-"90 ) 

m"

If particle motions are intluenced primarily by resonant encoters .K
then the frequency Vn is equal to the bounce frequency or app~rox-

trapped v,,/S a where S cs the distance between mirror points. The
Fokker-Planck coefficients thuc are found to be relater' simply: (

p) (0 ((p",i (5-91)

•:IThis equation has been der'ved elsewhere in oti, _-r contexts and ap-

_•.•,pears to be a general result for bounce resonant interactions between

•.• trapped particles and electromagnetic disturbances (References 105

a nd 12 0). Thi s ame ,elation could be obtained (as in Section 5.4.4)
by presuming ",at the distribution function f(p,,) = constant is highly
stable against ,nstabilities that derive their growth energy fror 'he A

parallel morm( ntum.
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The order of magnitude of the diffusion coefficients can be e3ti-

mated for general magnetic disturbances. The mirror velocity is

nearly}B 

11 C o s A r ( 1 + 3 s in Z

32

V C( + r -- (5-92)
m o1 B 

2O 9 sinA n ( L I -5s in 2
rnl 3 m

where B,, is the parallel part of the disturbance ampl.tudc and V is
the frequency. 'This formula is valid only when the mirror latitude
Xm is not too near zero. Since a continuous wave power spectrum

must Le presumedparticles out of resonance by an amount 61, clearly
can intrract only with a given train of waves for a time 6t al/Z 8Vi.
The cha ige in the particles' momentum daring the same tin.e is

p- Is v -(5-93)m b

Averaged over time, this giver the FoKk r-Planck coeffic ient

.16f 2  R L 8  1 6  2 B.

.tA(. Pu > 9.. -
- - -

5 9 ).,
16V R E Lcos X A B11

I B sin ?- 2(594

F: in

It cad be shown (Refer: :rice 121) that, where 6B is the average am.
plitude of waves in a narrow frequency band of width 8V 1, the power
spectral denvity is

P(V)-

The strength of geom-.gnctic flu,'tuations w .th periods of about I
: .1 s e c o n d c a n b e e s t i : n a t e d b y p r e s u m i n g t h a t d i s tuir b anc e s o r i g i i a t e o n

th e e x te r io r o f th e tr a p p e d i a d ia tio n r e g io n (R e fe r e n c-s 1 19 -.n d 12 2
through 126). Th -trapped plasma behaves as an elstic medium;
m a g n e t ic d i s t u r b a n u c .v r ,.pa g a t e i n w a r d b y h y a r o m a g n e t i- w a v e s .

hydrornagnetic wave trav wls w ith the A lf vyn velocit (References
59 and 63):

V .(5-96)

A
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The Alfvtn velocity increases with decreasing altitude until the den-
sity of the atmosphere 0D begins to increase faster than 13 -If

hy-iromrnrgnctic waves are n:t absorbed strongly, the amplItude of the

waveg above r .%: 1. 5 RE must increane with altitude. The amplitude
of fluctuations on any b-shell above L ft 1. 5 is thertfore likely to be

graetnear the equator. The amplitude at hydromagnetic waves

1Lcos6 A
B11  B11  6 (-7

where B1` is the amplitude a, L 6 (Reference 119) (iii MeV'-/C 1 /Bec).
The corresponding Fokker-Planck diffusion coefficient is

6 20[p(MeV/c)j 4 L Cos A
34t 7 A~ Ilt (5-98)

Using measured power spectra in the outer magnetosphere (Ref-
erence 1I7), an approximnate lifetime of I MeV (electron at L k 6 (an
be found with the aid of Equation 5-91:

'r;;P 2 (5-99) (~
Apparently, the Fermi ac-cleration Lounce resonance process is
significant only ior particles mirroring very nlear the equtatorial
plane at timee when the power density of magnetic fluctuations is far
above the norm~al values. A similar result follows for other bounce-
resonant interactions (Reference 120). That this is the most im-
portant m~'chanism for depletion nf trapped particles in any region is
therefore unlikely.

Some attempts have been made to include nonconservation of J in
radial diffusion computations (P eference 28). The experimental
evidence on radial diffusion has not yet, however, been adequate to
test Cases other than J _-0 (c'0 ;ý 90 degrees).

Whether longitudinal components of curl-free electric fields withI
periods near I sec ond result in trapped particle losavs is uncertain.
Electric fields play such important roles in curre'nt auroral accvlera-
tion and prec ipitation thcories that significant c-ffec(ts on I rapped
particle populations might be presumed. This is almost surely a
valid conclusion in the (liter parts of the magnvtospherv (Section ~.6).
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5. 5. 3 tlonconservation of the First Adiabatic
Invariant-Wave Particle Interactions

The magnetic moment invariant M involves only the transverse
part of the monientumn. It does not follow, however, thtchanges in

P. and P, (and hience in M and J), are always indepentlent. The ef.
fects of ele~ctromaignetic waves near the trapped particle's gyro-

~.Iifrequencies are zornewhat more complicated than the effects of
relatively slow magnetic fluctuations.

Electrom~agnetic waves of moderately high frequencies are prop-
U agated quite efficiently along magnictic iield lines. While traveling

I from onle "end" to the othe-_r along a field line. a wave has an op-
I ~pnrtunity to inte-ract with many particles oo- the associated L-shell.
I Also, the WaVe, might he reflec ted by thc ionosphere and make several

traversals of the field line before dying away. A wave propagating )
f along a field line can be represented by thQ solutions9 to Maxwell's

equations (in rec-tangular coordinates)(Reference 128):

E os sn ;Fcos4 (5-100a)

cSt in Bc (5- 100b)

'C Sir, ý 4: y j, cos 4b + & ~ sin i (5..I 0c

The z-axis her( is along the field lint:. The phase angle is m; -kz
where k, the wvave number, is vqwil to 217 divided by the wave length.
Maxwell's equations (Equations 3- 105 throUgh 3-10h) for the pcrturbed
field of the wave reduce to:

E (5 1.lb

Jl Ell- 10 1 ('- c)

4*(E and B are in conventional gaussian units, and J is in errlu, see Ap-
pendix 3A). There is an arbitrariness in the sign of sorrne components
of the field v'ectors. Clearly, the a~(. iigxis pertain to a LL&!t-handed
circularly polarized wave thit iotates in 4s-,1 ;' insv as the gyrat-
ing electrons. The other signs yield a lvft-handt-d, tirculai 11, polar-

41 ized wave. The relative phases of the r-,tating translverse wave
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vectors are depicted in Figure 5-17. The wave vectors are depicted
there as seen by a stationary observer looking in the negative z
direction. The field components should be cvnsidered rotating clock-
wise (upper diagram) or counterclockwise (lower diagram) as viewed
by a stationary observer looking in a direction contrary to the unper-
turbed magnetic field. The shaded area labelled fL represents the
perturbation in the electron distribution function.

Longitudihal oscillations car. be separated from transverse oscil-
lations if propagation is strictly along the direction of the magnetic
field. The mixture of transverse and longitudinal oscillations that
w3uld result from nonparallel propagation leads to elliptical polar-
ization. Urly purely circular polarization is considered here.

Gyrating particles interact with all components of an electro-
magnetic "wave. If a wave consists entire];; of longitudinal oscilla-
tions, the only force acting on a charged particle is along the direction
of propagation. If it is moving along a field line with nearly the
velocity of a longitudinal wave but slightly out of phase, the particle
will b- accelerated by the longitudinal electric field E . Given
rufficient time, the gyrating particles adjust their speeds to the phase
veilocity of the wave so that they w.li eventually ride along in the
"troughs" or "crests. " The mechanism by which the transverse part

F.of the ,,eloc:it is a~tert.d: in wave-partizcle inteiactions is --onsiderably.,
more complicated. When gyrating particles encounter circularly

polarized waves, the v, x F3, term in the equation of m'otion (Equatio-i,
3-3) has both longitudinal and .ransverse compsonents.

An observer moving with a circularly pola-ized electrumagretic
wave woule sense no rotation of the field vectors. F.L and B91
would appear to maintain a fixed orientation with respect to the
steady utate field. But, to particles moving with loa.gituc:nal vel-
ocities different from the wave phase velocity, the wave rotates at
a doppler -shifted frequency. Particls ovx.rtaking the wavw; experience
a perturbed field that rotates in a directiun contrary to the actual
polarization. When the relative longitudinal velocity of wave and pa,:-
ticle is just great enouLh that the particle senses a wave field rolating
aL its nwn gyro-frequency, the particle is in resona:.ce with the wave.

A particle that is just slightly out of r~scnance can be accelerated in a
manner analogous to the acceleration hy" longitudinal oscilhatio:,s.
Only p'irticles that are very near to resor.;nce can be affected strongly
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, Figure 5-17. Relative phases of wave field vector, in v, circularly polarized wave.
"The shaded area labeled f represents the perturbation in the electron
distribution function.
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by waepartic le intl't-;ictions. t:suaiiiy, positivcly .nd l ng;lt~vcly

chargucl particL-i ni~y be ;,!- rcson-nrct \vith ',hc aI x~'~ ,ltho:igh

their !ongitcidin~il veloc ity conipont-nts are entire-ly differenti. The11

longitudinal ,e-l)(citie-s of r(sonitn! pa rticlos ;irý rel;otd to tlw -,%;ve

phae Vl()c it I,

V 1-0 O)
(Dk

~'Iby the doppler rgei shift coriljdiovn (ernce I &I) "or ('lc(t rolls.

V - t 3 a)

W anid for protonts

VI1 10 (Li - 10 3b),

(eand W. are the gyro -frequencies, which irnclade a factor or the
inv'rse ol tne relativistic dilation factor Vy These two -quations

are valid for right -handcd wave-s-rotatogrp in the same svnac as theF.electrons. They can be emiployed for waves (;f vithe r polarity I W
is re~gardved as negative 'or 1Lft-hat fled waves.--

From E2quation 5-103, the rather odd result follows that a wave

rotating in the samne sense as the electrzons but at a fr equency biclw O

the electron gyro-frecluenc .vill he in resonan ce with elecltrons
moving in a direction opposite to the- wvve. Pi ')tý)n~i in resonanice

with the samre wave m-u st be noine ng in the sarne cli rcc ion as lie wav'e

but slightly fa ster.

In a coordinate frame moving topether w&ith a circularly polarized
wave at the phase velocity VC1. the El1 force appears to he cancelled by
the Vr x c~ force. The accelerating (T) force on a resonant particleA
in this coordinate iramne is zero, therefore its total enerRy remains
constant (ReferenceL3 1") tnro'igh 1333). The moomentumn relative to the
mroving reference frame. which also miust be -onserved, its

+ p (p, -ny 0' 104a)

'W ;::L (5- 1041))
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Because sonic radiation belt parti( les have velocitics near the specd
of light, a fully relativistic formulation has been retained. When
mraking the transition to a norrelativistic formulation, both YW anld
the mass dilation factor Y must. become nearly equ. L to 1. The phase

Kvelocity of most plasma wave-; is actually so small that YWseldorn

diffe es appre-ciably from I

Ac.cording to E~quation 5-104, an infinitesimal alteration of the
transverse ir-iomenturn 8~p is related to an infinitesimal chaiige ini

the longitudinal momen tum 8 p,,or:

- ~ ~~~ -Y mY)V c-0~

In the nonrelativistic limit, this re~duces to a much simpler formula
(References 131, 134, and 135):

was utilized since it pro~vides, in conjunction with Equations 5-103 and
1~-05, a relation between phase ve loc ity and f requency. A t h igh

velocities, these trajectories are very nearly circular: this means I
that the alteration of the particles' kinetic energies is slight. The cor-
reuponding velocity space trajectories would be indistinguishable
frorn circles for most radiation belt electrons.

From the preceding equations, a simple relation follows for the
chang,- in the transverse part of the momrentumn relative to the change
in the total :nornertumn of electrons:

6p~
(5-107a)

6pi

4.
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Figure 5-iBo. Velocity Space trajectories of nproton interoctine with cruai
polarized waves-velocity components are rulative t,) the Alfvin
velocity VA
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! igure 5-18b. Velocity space trajectories of a proton interacting with circ'larlypolarized waves-velocity components are relative to flie Alfv'in
velocity VA.-
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- 1 S 1 j7 )

1( rlt y. Ii-i- jflo!- of gyrt'atin,_, pa rtiklus' are ntijch niort' imiportant

t4-n heipsi Hiv -I~'t~aliia ttlepatit whentr-ve tefrequtn:ency af tht

uppos4)it('Iy iiir i-d p rtitui's art- tji'flt'ctedc in quite dfe-n iv-in

by~ I.1t. 4 H 44' V-V.* I

It 4 h~liTe bt' ('4;pt'ciaiily ci'm hsied that Equations 5-105 and 5..106
andi thei'. dCa:)itipay1ing. figuires apply only to vircularly pt. larized waves
in1 it hoti) gg-f(otIs P litxn ia. There irt re rniny ex e ptjo n.4 wh_1 al lowa
grval'dtr dI&grve~ of iitutlteirtion tllill wouIld Avvt'1i to bv e l)C11itted by 01(!
deri i' i rfl ffi s ii) t raji' to rie' . A :-hatrp'ed particvle' in a L:onvCr gioii
niuag.nitiv fiv lI (Iv e lrienc vs at tu rning fo rte (IEqittat iirni -4 2a) whit ra-

11e r cvrta in c.oneditions, halian cv the a cc t. cr at in, for ce due toC thc!
wave Mo(-l 'f'ren' v uI i I . The pa rticleC ther. c~an ht, 'held"i' in a1 lot a liztud
rtegiont while I-(ing accvlh'raterl over miany cycle't of the wave. 'Ihi n
mccit--an:is 20 has been sug~ge stedc as a mecans fa)r cc' Ic rating heaitvy

1041 t r t ive ly low ait itumdes (Re fe rvi'we( I i(l

5.5.4 P~ropaigation of Waves in a Plasma

In thw precoding stection it was pointed out that a cha rged part icle y
in res onance with an elect roniagnetit: wave exubaneves e'rvt.x~t.h thn'
walvCe. P'ron! a know -h'deg of the( wvave powe r S pectrm run( dnt: ight de -

rive' diffas jon, coeffit jentH that descrnibe the changes in the pa rtic les
eine rgy and pitch -aig le dist rilhtiontj However, the pictu re would not

ficati on of' the waves. T'he e ftet:t of the particles on waves that propa -
"gte thirotighl the plaqvra is accolinted for in the dis psion equation.

The equtation -of -nmotion of pa rtic les interacting with a plasi ma wave
is the he, It z.mann equation ( itquation I -9). Let the dist ri!hution font -

tion be repres ented by a co~nstant~ parit f. pitas a sm~all part perturbed
by the wave. fl. Wh en f* - f Ir andTr,1,aesittue nth
Bltmii;4anin equtation, the resulIt, to first o rder in the oe rturbed quanti -

ties, is the Mult'tmann-Vlas'jv equiation (Reference 26):

fc

y myc' p~

70 18
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C(ollisions have bIeen ignored here; they can do no more than absorb
•tn,.rgy fro•n all particles, more or less independent of their phase re-
l.LtioUlhij) with the waves. The wave iield may be represented by the
L5i ll;-,ory parts of Equation - - I , and fl may be represented by a
fulnc'tin of the form g sin (I t \P).

The equations for longitudinal and transverse oscillations are separ-
abhle for the special cage of propagation along the direction of the exter-
nal magnetic field. Ior a more Lhorough treatment of waves of various
polari?/.ation9 propagating at arbitrary angles to the magnetic field, see
RIfervncte I i-+, and particularly References 137 through 140. However,
most of tho interesting res ults follow fromi a simplified treatment, so
the flisc o ssion here will he limiteo to.parallel propagation.

S;IIbstitItion of fl into the c:urrent equation

; J -I . . ' c ff (5-109)

facilitates the elimnination of g, , 1, and IE. . The result is the disper-
sion ,qitation relating the frequency and wave number of curcularly

polarized waves (References 133, 134, and 141):

U; k c :~c - 1) -' P

elec trons l( '

and ions i"" k p,
l i I b f/n + 1k)•.L IL a•

(W t W p- (n•ya-110) .

Note tlhat the gyro-frequency still contains the factor I/1. The upoer .. \i
signs pertain to right-handed (RIMl waves, and the lower signs nettain
to left-handed (1,t1) waves. l'he dispersion equation for longitudinally
polariied waves is (after a partial Integ~ration with respect to p1j)'

,.,'•p(e, i) I d (i ' ~p /n ")

eleMctruns
and ion

SP f(•-111I)( p f~)

1 The clectron and ion plasma frequencies are (References 32. 58. and
5178):
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, .. ,,+.,.'j

W 2 (5-112a)

for e lect rons :

Wpe(0C -l) 5.641 Y 10 /ne(cm-3) (5-112b)

ind for protons:

W (s ec )1. 317 Y 10O3 /~(n.T T (5-1 12cJ

A usefui parameter characterizing the ionization density of a mag-
uetized plasma is the ratio of the squares of the electron plasma fre-
quency and the electron gyro-frequency:

2 2W 4ftn rni cpe , e

(There does not seem to be a well-established symbol for the quantity
defined in Equation 5-1 13; the choice of g is rather arbitrary.) Here-
after, to avoid coniusion, the capital letter symbola Qc, fce' 0, will
he used to designate the part of the gyro-frequency that is independent,
of the particle momentum. The plasma density para. eter, Q, is es- '
se'.tially the inverse of the mag c enFergy_.!-.peprticle, a parameter
that appears in much of the current literature (e. g. . References 114
and 142 through 144). Figure 5-19 shows some typical values of Q
throughout the magnetosphere. Generally, it is anticipated thai. the
character of plasma waves changes dramatically as Q passes twrough
the value of I (References 142 through 144). It might be further de-
duced that the interactionu between waved and particles have different
conasequences inside and outside the plasmapause -where CQ may drop
from a value greater than I to a value much less than I. It likewise

Scan be inferred that plasma oscillations are insignifi.ant helow the F'.
layer of the ionosphere where Q falls rapidly toward Y.ero.

Consider waves iraveling in a plasma with an isotropic, low *t,.rnpcr-
atu'e particle momentum distribution. Since electrical neutralitv re-
quires equality ,f the numbers of wons and electronr, the ion plasm t~a

frequency is neglibible compared with the clectr o phls ma -frvqientc .
The dominant terms in the longitudinal-polarizatior, dispersion vqtuation,
5-111, are

2 2 2 2 2tpe ;Pi P A, UJ PC.114)= pe p1 p pc
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-hat is, in a cold plasma, the only possible longitudinal waves are
non-propagating electrostatic oscillations at the piasnia frequency

fi (Reference 128).
p

Electrostatic -type waves propagating at large angles from the nmag-
!• , netic field have beer observed (Refp. rences 140 through 149). alt•houg~h

Stheir significance iu not yet fully understood. Some electrostatic
warts cpn exchange energy quite efficiently with trapped particles

near the loss-cone of a typical trapped pitch-angle distribution (Re-
ierences 150 ard 151). Electrostatic waves have been shown to ie
very effective in accelerating trapped particles (References 12 through
154) and might perhaps be shown to be responsible fur many of the
effects once attributed to circularly polarized electromagnetic waves.
The treattment of electrostatic waves is slightly niure coniplicated

than the circularly polarized waves, and the interested reader is re-
feried to the sources cited above and Reference 1-13. It is certainly
agreed that most of the waves t.enerated in the upper ionosphere arv
electrostatic in nature, although their effects on trapped particle
are limited to the edge of the loss cone; for a partick lar exanmple
see Reference 156.

The propagation of circularly polarized waves in a plasm•a consist-
ing entirely of low-velocity particles is described by Ilie cold-lplasillia
dispersion equation (References 128 and 1331

c kc 4 '
i1p ',

Again, a single equation, with'ut the signs (f I.:quation S.11. s1f0 ...-

fices for both Rif and 1,11 polariz-tion if W is conjiderert to be negative
for LII waves and vice versa. The vold plasnma dispersiot, equation is

4} rither insensitive to smnall deviations from, propagation btri tly paraI-
lel to the external tnagnetiL field (Refe rences 12H aind I ii

Usaally. in the nmagnetosplhere the wave freqlen y is low teno•igh.
and Q is sufficiently large that an adequate approximuatiion to l.:qtiatio•r

K 5-115 is

V v/f •
. - }•i c<'•<fl (5-116)

PPc pe

The low-frequency right-handed waves to which Equation 5-116 applies
are in the whistler mode; whistler-mode waves are one of the predomni-
nant types of magnetospheric VLF radio noise. At somewhat lower
frequencies the R1- waves are in the mignetosonic mode
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.-- i-i <n0 5. 117)
c

p

The LIi analog of the magnetosonic mode is the ion-cyclotrun moe;
ion-cyclotron waves also obey Equation 5-I17 (with a negative frequency).
The interaction of ions with ion-cyclotron waves is quite sinmilar to the
interaction of electrons with whistler waves.

Of considerable practical interest is the resonance .:ondluiion relating
the wave frequency tu the velocity of a resonant particle. Po- an elec- -
tron in resonance with a whistler mode wave, Equationa ;-10a and
5-116 give

i v,, 1 (/ (e-,) 3

-1 - Iw-118)

The corresponding resonance condition for an ion in resonance %ith a
. wave in the ion-cyclotron mode is

3,

The re(onanc e conditions fo r an elect ron proton plastiia ; re ploted ,:" ~in Figures 5-•(; and 5-2 1 , for electrons and ions. r'espet ivvly.. . I'The ,,
plotted ctirves include the .-uniphtt, dispersion equatio~n, "-1 15, andl

the relativistic corrections. It is ,enyarkalle that the ,evessity ',r
"the relativistic corrections depends miore upon the va lIu.. Of Q than t
upon the particles' speeds. Ftur large values of Q (>,: I) the rev!ati-
vistic and nun- rclativist ic resonance conditions are nearly identical.
For very small values of Q tCe relativistic resunanke, • •nditiion in 0h1,
vicinity of the gyro-frequency gives a resonant niornentti'i abtott one-
half that predicted by the siniple, r non -relativistic forur•mia.t.

The resonant momenta very near the gyro -freqoen, ive are actually

slightly modified by the effects of finite plasnma temnperattures. A
siimple test of the necessity fur finite-tenmperatture currecttitu)r is t1
conipare the kinetic energies of the inipurtant resionaint prti( h-ti w~ ith
the mean thernial energies. Generally, the rebon;ant welucities d M

low frequencies are far greater than the average thernil velt it 'es.
Hlowever, if a finite -tenmpe ratu re correction is needed, the forti, of thell
distribution function must be retained explicitly in .:iquations 5- Ii€ and .

5-11 1, rather than regarded as a lDirac delta -function arotund zero,
niome nt m. One case in which the finite-teniperatt'rve t ,r rer ltinsn
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:uFigure 5-21. The relativistic resonance Conditions for protons interacting with,

'• circularly polcrized wave, in an electron-picoton plasma. (On

the right-hand portion of the figure, the protons are in resonance
•'.-=• ,only with right-handed waves. in practice ,unly, the region

-%,•: around proton gyro-frequency is of interest; there is a minimum .n

I¶ jj momentum below which resonance with rlght-hande'J waves is ;

-'-.•effectively prohibited.)
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must be miade is in. the re~sonance of elect ronsi with 1,11 ion -c y(lt a.ron

"Nwaves. That resonance is so near h~e ion gyro.*freqaiency Ihlat hioW

tempe ratuire 11100~ be ( ons idere~d [lie co r r.ctod ion -cyi lot ron w~ave-

i phase velocity has a niinniamun near 0. I which, in tu rn kvads to a

mninimnum res onant velocity (R efe rence 133). 'rc 1w coiput ed n 'mlnan~ A~
phase velocity and electron niomenturn are shown in Vigirc S .21

The mininauni energy of an elect run resonating w~ith ion-, y' lot non

wa',/ýs ins ide the pla -rias phw rf is (.;f the order of several %,14V

AMPLIAFICATION OF' PLASMIA WAVT'S- INSTAIIT ATlES. TheH ~ ~cold plas ma dis pe rsion equation (Equatiuza - i 15) -was derived subject

to the assumption that the only contribution to thp± integral of Equation
5-1 1 0 vas near p.-0. Of course, viost plasmas, arid especially thle
magnetosrheric plasma, include eio.ughi particles at finite monlenta

that the denominator of the integrand makes a larl,-e contribut~ion at
p,, my(u+~ c)/ rI'* he. denominator ia sitgular at the resonant momentum,
and only yields a finite reSu~lt if a 6niall imaginary part is added to

the frequency or wave number (References 58, 133. and 1 34). This
is equilvalent to Pmuiltiplication of the amplitudes of the sinusoidal
wave fields by an exponential growth or decay factor. Because the

waves in ihe magnetospheric plasma pass through spatial inhomc'--
geneities, it seemis proper to consider the amplification rate 6. tile
imagi .nary part of the wave nmbmýer. The growth rated, wloich is the

imagi~nary part of the frequeIncy, is ideally a .characteristic parameter
of an infinitely extensive homno cneOLuS plasma. Either parameter can
be derived from the basic dispersion equation; the amp~fication and
growth rates are related through the group velocity V orl

Im~k -k g

For transverse circ-iarly polarized waves, the grouIp %elocity is

3fe yild

aQ decyin

heA istrihatfowr aeiato positie amplification rate apleogowieng wyvels

in that case , the waves wi!! g~row until eitther a major part of the part i-

cles' kinetic energy is dissipated or the waves are restrained by an

cles absorb energy from the wave
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The phase velocity is generally smnall c'rnpa red with the speed of
light, '.n which case the coorplicated denominatcr disappears and an
integrationi by parts gives

J ond 4 electrons LL

04JJ 1fp 9 p. W4 W

The astpar ot he nterandof he boveequtio isahlays neg~i-tItive and, by itsolf,would lead to wave aosorption. The explanaticni
for, and conseqUernces of, the abt-orption are analovgous to Landaui

dajipinj in the simple theory of electrc~static waves (PCference 133),
The damiping. effect ar--ses 'oeciuse any diistribut ion function begins at
'!orne point to fall off with increasing momenitumi; when that happens,
there arn mnore particlea which tend to retard the wave than there are
accelerating the wave. The actual Landau, damping of transiversely
polarized waves is somucwhat complicated by pro~pagatio~n at finite angles
t.) the magnetIc field, where the waves tend to behave its though th.oy had
also ani appreciable electrostatic -mode component (Ret-frenc.e 157 and
1 51). All that itG impo rtant here in that when the pitch1 -angle distribio -

tion is sufficiently ants ot ropic, thft first part of the integ ral tre'Ionli-
nates and some wavea can experience it growth in amiplittude.

The non - relativistic approximation to the last equitkion im often p re -

sented in terms of theianifsotroyy (Referent~e 1 4I

J 1 pdp Lf ) -)

'I ~~The necessGary conditiuns for wave growth (ir, tht. prvrericnvi oif ai .sinall'

dominant resonant specie3 I are simply

A > - L electrons in R11I wivveh
*Wions in 1,11 waves
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W electrons in Ul waves

A ~ -fliw ions in PH1 waves

The arnpliflc.ation rate by itself dtoes not. tell much about the be -

havior of plasma waves. The amplification rate its, merely, the linv~a-
triied rate at which the amplitude of a perturbation begins to increas.
A calculation which results in an amiplification rate comparable with,
or greater than, k is in obvious conflict with thie condition for the vali-

L ~dity of Equation S.. 124. Such a reLUlt should be tpkcn to mi-an only

ts di~le' lin eariz ed it theor tledos tocr ljtheicio8 oeaVAr w hen tpla w avou
F ampltundes time introw varge . So e fplctonm of qionlilnertea rtln ry hi.

be eplttoye.Oeacesu nalyi method fthat itreaining nopovntsvileinearh
so uvtl is refeprlrem po rabl mus is inea tho ry.i Quasi ion. a theoi tv.ry is a
tieý pund orae Simatimanu ping ramsarchaso i the patof0- dinlst futon function

(~ ~~ta tins ofsth uant ionth liea of-mo ion if aloe t. haivgn artil at a slrow pitt
crpartce. .withe the avetfreqe fmncy. puartl i'sarteor nuerialy rintural
grtedifuson maefycietps; tat desciirbsep l the heaieelf Tatthes pare re ov-
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L raje torierc aes in h xtr ste)of the f otundra jin Reeri. IS" leethrougha ii ian

liAt iomp utathena leath(of that 11 beinnin pose prbotve st o ra le cin pbIhi

sties t and plompato trulvise of "ag I'iMuter suimpultin T' s Ihe rou V' a r
mane pawkwad difflictis thogats atrl have to be overcome in time mula

pariclet .o toni umtF he taeories pobfb inan v'rt ic t are nuealy t eI. geinte-s
grateo ofe mons toteetps; and the repesntajo all tthelimo field qattw r!r
ceompuet ry. paevrthce di~t LI5t~ion and th d fitolr alt~vi the1 ilparti*S-

eLvae:fore in thb e next slipe' othe integration.s Th thmouilt ha nia)

tieand cptompteu imtation ivs of large digeitale tlwpittry. It titay e aroai
manyo tokwprdsn somi~utes tadt itinll havuitoibe tovvwi'inl in (Ihiii aift,
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wt f A Plj/p (5-1301

k €"

When the Integratiun is restri,.'ted to a sing, e plasnia comiponient, it rmay

be helpful to change variables to the dimension~lp!, set

e W/O (S- 13 1a)

U -- Vw/c( -1 1>

W I-1 p m C( -1 1 )

L L J.

U iVc (513 1 ()

"" Q 4 ra c /B (9-l..c1) " ""

Z 6c /a (9 - i I f)

where Oi 0 refers to the :Thot %owpouert. A large amplification i.te,
occuro for Z near 1. The amplification rate for the ele.tron cun'pQ<-

• I , H ' 11_. [I W. wt
':•x -X f A I "RI I (y- : F-

(I( ) X ( I X)
i~~ WR- --x. (RX ;(I-T(RX. (I N) (I4'X;,Q

1~1
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Ecuiation 9-132 and all the following forms of the amplification rate

can also be used for the ion compot:ent if the following set of variables
is used:

R I n /m. (i- 133a)
2 1

/n.-u/Li -X/R 1- 1 33d)

i I

2 2

4 .p2/n .C2/1 eg13 )

1 •, .5-!f

The rt'sunance condition fur the ions is

(I -X)'I'r' ) 1/ 7- e

Q - L

-134)

If thie distribution functtri id separable, e.

,, ~~g P) -x() 11(P~•) -1---•" :

andmoreover, tile ltch--angle distribulion is of th• tra)Jt-fl-type forw

'.4

11,3 r - ,

('i I "''I

3f /Z I~----• -~n,

-,(sin Ct n
P
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"", then the arnplification rate c
r tQ

"--LI~t

I /Y- 1 " i -
' dW n 2 1 4 - h(W)

wR

(5-137)

The anisotrupy (Equation 5-1?8) ior this case is just A n/2. If the

momrentim distribution is Maxwellian-like, as defined by the formula

W 4/-

h(W) W exp(-W/W , (5-138)
(-Z-•)Wo (v•3)/2,

the amplification rate it;

n 3

8 r -2 -)r(.7 -) x w-iw
dW n W)

WR

I __,_"__li__-__I_- _w

'5.13 9)

nThe abcve equatio.as are we1ll-suittid to numerical computations only
in the non-relativistic limit when Y is near I; then, Eqttation 13-]9P)

.. [reduces to
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rT(--) r(-2 -) 0v\•-,

- I I- WR/Wo n/2. wi2 . 1
yW• •o ~ ~X yi1l(W ' -.

(J I{ I --1  a

Some numerical values oi the functions G, and GZ art! givii iti Vigii re
5-Z3 for selected values of the parameters n and V. (In wtitih of the
ctirront literature, e.g. , Reference 134. the (;, tern, is ignored;
then the instability condition, Equation 5-129, followws in'iiudiately
for A - n/Z.)

i lloweve r, another forni of the amplification rat -,. v it,.. Its if ,one ofthe variables of integration is tle wave..franm momentum, pW (.q'on a-

tion 5-104). If the remaining variable is x, tIh,. ictur within the square

brackets of Equation S-110 is simply (Reference 171)

- -- P11• ~ ~ A I). W • t

r)x ac x f '
C.PII IWWPW1-:

= pi - • •(-141! V

The amplification rates above have been applied mainly to trapped.
type distributions. A trapped-type distribution iU; Unstalel to generation
of waves whose polarization iWi in the same sense as the gyr'-rotation
of the particles, i.e., electrons excite whistler -node wa'•:s, etc.
Beams of particles localized around somne pitch1 angle. uisually in the

i • loss cone, have been suggested as an agency for exciting plasda waves
(References 172, 173,and 174). There is one interacAtuon of this typt,
which might be important to electron trapping and loss, i e.. the intcr r
action between relativistic electrons and ifn-( yt lotrron waves (Ilefren.s v

5-87

'II...... ..... .. ..... ,,is,_•• • -•,>,r ,-• ,.• ¥ :,:,? •..• ~ ,. . ; ,•• :V •., ••..,, 1 :,. ,,• .••• .•



2 DecemLet 1974

n 10"'.,•'• • I | I I II I I I I II- - -

100 . -1

i-2 nl-10100
10-3

"-4

103

-6

10

'10-

* 10 . 8 
. .

-0 f0 n 0,8 2 n
.:'I.

Figure 5-23 c. The functions G1 and C2/G1 used in evoluating the w ove amplifi-

cation rates ef Equation 5-140b;o=0. (The lower curves are GI

for n fiora zero to 10 in increments of I . The upper curves are GiGj fo r no o 0, 2, 5, and 1 ,o./
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C, G/ n =0
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,
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Figurti 5-23b. The functions G, and C 2,"G 1 u-,ed in evnluating the vovc' Or),piiCotor,
rates of Equation 5-140b; i 2.
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SFigure 5-23,:1 The fJnct~ons G 1 and 0 2G2 1 used in evaluating the wove arnpl~fi.-
catio53 rates of Equation 5t. 140b; tf 6.
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175, 176. and 177). The resonance is near the ion gyro -frequency, or
near X --- in Equation 5-433. A bearn-ilike distribution to be substi-
tutfed in Equation 5-132 is

4 44 ?.~exp(..W/W 1 (5-142)

I3 3 3w 2
c W 0

The amplification rate for this case is

R JR

Trhe maximumn amplification rate ior electrons confined tc the loss cone
with energies of -leveral MeV W~ of the arder of Z ThiE instability
could be responsiblm for turning some electrons injected by a high-altitude
nuclear explosion into the trapped part of the distribution (References
176 and 177).

5.5.5 Pitch-Angie Diffvsion adteLoiof Trapped Particles c e c n(

PITH AGLEDIFFUSION. Te cteigo rpe atce

byeetoagei ae very much resenibles the scattering by botndn1.
anglfre dffusiono qaion t .21 atmshere Fokker -Pllanck eqzt~oficn fo wave-

parLicle interactions, neglecting energy loases, has Just two coeffi )
cients; (6g) and (1AM)Z) (References 134 through 1 31)). As in Sectioni
5. 4. 4, a a mple relation cart be constructed between two Fohkle'r -

*Planck coefficieýnts if a particular solution of the! diffus ion (acquatiofa
Iis known. An isotropic pitch angle distribittion t(T. M independent o

ju] in a steady state nolution of the pitch angle diffus ion ecitiatt wn I'h is
13 iessentiallybefause, near resonance, as manv particles wc ' be

subjct o acelratin a sujec todeceleration (Section S. e
ference 4i6). The rate of change uf the distribution function f is there-
fore zero, arid the Fokker-Planck equation reduces to a sirrple differ -A ential equation relating two diffusion coefficients. After sorrne sinipli
Ification, the diffusion equation~ fur the plrth aingle distribution of trapped
particles is

5-92
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[D (5-144a)•,"* " t - • J ".-

D; (5 -(( . 144b) -

The single diffusion coefficient D can be estimated if the variation
in the pitch angle is known for a single interaction with a wave of

knownr: charar teristil:s. The pitch angle alteration is found from the
changes in the rnomentumr components. From Equations 5 -104 and "
5-10b, the relation between pitch angle and the longitudinal part of

the omomenetam rtso qi

7, ~ ~, lmY VO ,
3 6 p,1  (5-145)

p P

The change in p,,is just the acceleration qVxlBl/c multiplied

! by the time 6 t during which a particle is near resonance. A particle

that is an amount 6k away from exact resonance falls out of phase

with the wave in a time roughly equal to 2/v,,6 k With this substitu-

tion for 6t and neglecting terms of order V /v, the diffusion coef-
ficient becomes

In2(1 - z• B 2 /6k

5D (5-146)
,. pyp B 2  -

rhe factor B 2/6 k has the form of a pow( spectrum (amplitude

squared per unit wave number, Secti 5.5. Z; Equation 5-95). It

-epresents the magnetic fhlctuatmon energy in a band of .idth:

"- 6w - 6k= V 6k (5-147)
k

As in the case of radial diffusion arid bounce resonance diffusion, all

that is needed to fully determine the effects of pitch angle scattering

is a knowledge of the spectrum of waves. In practice. the major
obstacle in this approach is the difficulty of measuring the amplitudes
of waves that are not readily transmitted through the ionosphere and
atmosphere. The spectrum of whistlers and very low frequency

(VLF) ,oise ohs'rv'td on the ground is largely irrelevant because

these waves already may have lost significant amounts of energy to
- :l trapped particles (Reference 123).

'•I""5-93
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When the energy exchanged between waves and particles is not
negligible, the energy diffusion terms in the Fokker-Planck equation
aiso must be taken into account. But because energy and pitch angle
are interrelated, the Fokker-Plan-k equation should transform to an
equation in one variable. The differential operators are generally of
the form (Referenc( 119):

• •-- wP (5- 148a)
SP P, p,

When, the distribution function is a function of Pw and some other

variable, for examp!e,x, the differential operator (Equation 5-148)
is just

bpW ax b p W x 6(- - p (5-149)

In terms of the pitch angle cosine Mj: ( a

R 2
_- 4- X W (p , - n O P

- 7J- 2 ]71/

p
_ -'(5-iS°b

The diffusion equation properly should have the form

]?.I,3 -7+ - ) , (5-151)

(p and are not constants, but functions f Pand . The diff.sion

coefficient D is the same as was given ;n Equation ;-146 iReference
135 contains another derivation of D). llowkever, when the nomenturn-
space diffusion trajectories differ appreciably from true circles, the
V ternms are not negligible and Equation 5-151 '-as no longer the form.
o6a siniple diffusion equation. sich as Eqcpation "-144.
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r1 i ") In practice, the diffusion coefficients are computed with the aid of
the quasilinear theory. The averages along the field lines are formed
according to Equation 5..Zl.( and the proper diffusion equation (assuming
negligible energy loss) is Equation 5-21g. Most wave particle inter-
actions take place near the equator (Reference 134); this does not mean
that the averaged diffusion equation is equivalent to the simple diffusion
Equation 5-Z2e.

THE SELF-CONSISTENT THEORY, LIMITS ON TRAPPING. If the
radiation belts are regarded as a closed system, the trapped particles
must reach some sort of equilibrium with the waves they generate.
The greatest number of particles that can be trapped is just stifficient
to maintain growing waves against absorption in the ionosphere or es-
cape from the trapping region. Any excess in the number of trapped
particles results in enhanced wave generation and pitch-angte diffusion.
A group of waves travelling along a field line is amplified by an an.ount
exp (6 Vgtw), where tW is the time the wave spends in the region of
interaction. In equilibrium this is just balanced by the wave losses due
to imperfect reflection at the ionosphere; the amplitude at the ionosphere
is diminished by 1 minus the reflection coefficient RW. The equilibrium
condition is (Reference 134)

6Vgtw 'C"nRV (5-152) [.

The parameters RW and tW are both highly uncertain. An upper limit
to tW would be the wave trav.,el tirne for a complete traverse of the
field line. The varying conditions along the field line ensure that waves
and particles fall out of resor.ance long before they hz.ve reached the
limits of their travel. .

Wh:en a bunch of trapped particles excites waves that can grow ap-
preciably during a single bounce period, a large fraction of the parti-
cles rrmay be lost immediately. This case is known ad strong diffusion

": , Above some limiting kinetic energy weak diffunion prevails. and most
i, particles require many bounces to diffuse intc the loss cone The time

scale for weak diffusion, I/D, is much longer than tht )ounce period
Weak diffusion does seem to apply to trapped electrorb with energies
above 1. 6 MeV (Reference 134). A oinputed trapping lin'iting for

j •, somewhat lower electron energies "howo in Figure ;-24. The larg-est fluxes do seem to approazlh the trapping limit on high ,-shells.

Although attempts have been made to improve and verify the trapping
limit theory, particularly in regard to the strong and weak diffusion "
limits (Reference 180), it still suffers from many uncertainties in the

5-95
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'" T RANGE OF EXPLORER

-I . TRAPPED FLUXES > 40 KEV

(OMNIDIRECTIONAL)
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/ /" EVENING
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L

Figure 5-24. Limits on trapping of high-energy electrons (Reference 134).
(An assumed wave reflection coefficient of 0. 1 was used to
derive the dashed curves. Observed fluxes were obtained
from References 108, 178, and 179.)
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evaluation of inter-related parameterm. The theory might, however,
be of conuiderable value in its application to transient evente, such
as the injection of an Intense artificial radiation belt (Reference 181).

The "slot"' in the trapped electron distribution is a particular fea-
~ '~ ture of the radiation belts that might be due to wave-particle interac-

tions. Trapped electrons seem to be distributed between two belts
separated by a distinict gap between L -v3 and L P% 5. In Figure 5-24,
the observed fluxes below L as 4 are well below the fluxes predicted
by the simple theory. The electron flux in the s lot is apparently kept
low by a combination of the effects of very efficient. reflo'.ction and
diffusion of wave energy toward lower L-shells (References 18/. and
138). When a whistler-mode wave deviates from strictly parallel
propagation and its frequency approaches the local lower hybrid re-F' nttfrequenc,

J pi i e

iI e p1

it can experience nearly perfect reflection at the lipper ionosphere t:.
(References 124, 133, and 1 84). The necessary conditions seem to
be mot in the region of the slot. The equilibrium- condition (F:qua-
tion 5-152) is saticified in the slot region only if 6 and the electron
flux are very smaIl.

Trapped electron and proton diffusion coefficients have been corn-
puted in a seami-s elf -cons is tent mnodel in which the deviations from

'I parallel wave propagation have been explicitly taken into account (Ile-
ferences 137, 138, and 139). Some 3ample diffuvion coefficients arc
shown in Figure 5-25. The peak in the diffusioll Loefficients near
90-degree pitch angles occurs because waves propagating at finite
angles tco the magnetic field appear to the resonant particles like a
mixture of electrovtatic ind electromnagnetic waves, The particles
can resonate at all harmonics of the gyro -f requency. Trhe resonance
near 90-dcc'ree pit,.h angles is the zero-order, so -kalled 1baridau
resonance (References 137 and 1 38).

THE RING CURR~ENT AND THE PLASMAPAUSE. During periods
of geomagnetic disturbance, intense elec-tric:al cut-rents are carried by
trapped protons near the equator in the region f roni 1, 3 to L -6, or
beyond (Reference 183). This ring current ts related in a way that is
not yet fully understood to the more stable trapped particle belts. Ph
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Figure 5- 2 5c. Sample diffusion coefficients for electronS at L 4. (Energies are
listed with each curve in keV.)
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Figure 5-25d. Sample diffusion coefficients for electrons at L 5. (Energies
are listed with each curve in keV.)
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ring current is established in a time that may be as short as I hour.
r' 7•" FDuring this time, protons of energies less than 100 keV mnast enter the

magnetosphere and be transported as far inward as L f 3. One me-
chanism that will accumplish this is Bohn) diffusion (Reference 185)
which takes place at the mximum rate possible. Particles experi-
encing Bohmn diffusion are displaced by one gyro-radius within as little
as one gyro-period. Rapid alterations in the ring current may bt ac-
cepted as evidence of intense wave turbulence during geomagnetic
storms-intense enough that the slow radial diffusion discussed in Sec-
tion 5.4.4 is no longer valid.

The rapid pitch-angle diffusion and loss of ring-current protons
muct be primarily doe to wave-particle i teractions in the vicinity of
the plasmapause. One possible mechanism is the interaction of pro-
tons and ion-cyotron waves. At the plasrnapause, the ring current
cncounterL a tremendous increase in the plasma ionization density
(see Figure 5-19). The increase in the number of ions leads to a
change in the anisotropy (Equation 5-128) which results in a large in-
crease in the wvavu generation rate (References 186 and 187). There
are, however, sorne major difficulties with thin theory; the expected
"large rates of precipitation of protons into the atmosphere have not
been observed where they were expected (Reference 188). Thus, it
remains likely that other processes are involved, sich as the inter-

action of protons with electrosta:tic-type waves. I

ARTIFICIAL STIMULATION OF PLASMA WAVI::S--COID PLASMA
INJECTION. It hae been suggested that the deposition of large amnounts
of cold ionized plasma in the trapped radiation be..ts might stimulate
the generation of plasma waves (References 142 through 144). Pre-
sumably, this might be a mechanism for artificially altering the dis-
tribution of trapped particles. If it were feasible, it would require
comparably small inputs of energy to achieve significant results.,

To see how the injection of cold plasnia would affect wave ampli-
fication, note that an amplification rate generally has a form lilke Equa-
tions 5-127 or 5-140: an integration over t!:- nionientuni or energy
spectrum multiplied by a factor that depends ton the anisotrupy of the
"hot" part of the particle distribution. The energy dependence part.
as in Figure 5-23, has a broad maximum where the resonant mon()nt'nt,1
is nearly equal to the average momentum. In terms of the dimensionless

parameter

R R- R - (5-154)

0 P50
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" "• the maximum is near K 1. For values of K greater than 1, the
energy-dependent factor falls very sharply. The relation of K to
wave frequency for whistler waves is approximately

K (I -X)3
K XQW(5-155)

~ I 0
However, the anisotropy part of the amplification rate has a cutoff fre.

quency above which waves cannot grow; in the formulation of Equatior.
5-140, the cutoff frequency is

X = n (5-156)
n(l-G /GI) + 2

Comparison of the above equations reveals that for very small values
of the plasma density parameter, Q. and small values of the anisotropy
parameter, n, the cutoff frequency corresponds to a large value of K.
Frequencies below the cutoff correspond to very small amplification
rates. As Q is increased, the amplification rate near the cutoff fre-
quency increases dramatically. Figure 5-Z6 shows how the ampli-
fication rate depends upon frequency. For any given value of Q (or
of QWo), there is a fastest growing mode whose frequency shifts
toward lower values as 0 is Increased. For values of Q greater than
about I/W , the maximum amplification rate is somewhat less than

0

z Q JW . (Q H 57

As 0 is decreased, the band of amplified waves becomes narrower
and the maximum amplification rate drops more sharply than can be
illustrated on the tigure.

"The simplified picture of stimulation of waves suffers some defi-
ciencies. For large anisotropies (ri > 2), the cutoff frequency is near
1 and K passes through the value I as the frequency is decreased.
This means that for sufficiently large anisotropies. the maximum

growth rate is near the limit of Equation 5-157. The main effect of
increasing the plasma density in a highly anisotropic plasma is to in-
crease the width of the band where waves will be generated, shifting
the peak growth rate toward lower frequencies and lower phase ve-

locities .

{I
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Figure 5-26b. The amplification rates of whkitler-waves cis a function of frequency
for a (sin Op)2 pitch-angle distribution. (ihe momentumn distribution
is a Maxwellian (i) - 0). The waves are labeled by their values
of 0 multiplied by the temperatture W0.
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Many detailed calculations of the effects of cold plasma injection3 have been performed (References 188 through 195). T'Thy are in agree-
k "" remnt on the validity of the effect. However, the sensitivity to the

trapped particle distribution is so great that a practical application
in the trapped radiation belts would be conditional upon an ability to
predict the particle distribution with far more accuira,•Y and reliability
than is now possible (Reference 195).

A special caution is perhaps necessary in applying some Gf the
computed results here and elsewhere. The location of the cutoff fre-
quency is very sensitive to the form of the pitch-angle distribution.

Since the value of G 1 depends so strongly upon K, or on freqcency,
the largest growth rates at low-ionization densities may vary by maoy
orders of magnitude for various particle distributions (Reference 195).
Some calculations have been done with a bi-.Maxwellian distribution
with two separate temperatures, Tj. and Tj; that type of distribution is
probably a poor representation of the actual trapped particle distribu-
tion.

Again, a self-consistent model is necessary to predict the actual
effects of cold plasma in the magnetosphere. From the discussion

of the last sections, and particularly E'quation 5.-152. it is evident
that the trapped particle distribution may adjuist itself to compensate
for changes in the wave spectrum. It appears that for this reason it

would be very difficult to effect a discernible alteration in the trapped .0
electron distribution with any conceivable amounts of cold plasma
(Reference 180).

Another approach to artificial stimulation of waves in the -nagneto-
sphere is by electromagnetic waves transrnitted fromn, large antennae
ful radio transmitters can trigger a peculiar type of very-iow-fre-

"quency (VLF) emission from the magnetosphere. For a general dis-

cussion of the subject, see References 196 through 200. Again, 'he
expectations of dramatic rearrangements/ of trapped particles are
low. It is unlikely that enough wave energy could be "pumped'' into
the magnetosphelre to affect. a large proportion of the tcotal number of
'particles. The likelje,,t applications of triggered VIF emissions
are likely to be in communications tnd probing the physical state of
the magnetosphere.
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5.6 COINvECTION IN THE OUTER MA\GNETOSPHERE
AS A SOURCE O0F TRAPPED PARTICLES

Much of rhe kinetic energy possessed by trapped particles now
appears to have been acquired after their introduction into the miag-
netosphe-e. The solar 1vind is a likely source of charged particles,
but solar win.] particles have rather- low energieg. compared with the

.4. thouaandfr or millions of electron volt energies of trapped particles.
A number of investigators hav.2 attempte#4 to explain injection at the
outer p-irt of the trapping region throughi a two-step process: Con-
vection ji low-energy plasma down to che trapping region followed
by (or concarrent with) in situ acc~eleration of the charged' particles
(Reference& 20' through 2Q0).

Most 'convect".on theories embod-v the presumptions that, within the y
_plasrnasp±herT (L -3 -4), the niasrr3 is constrained effectively to ro-
tate with the earti- and that the outer edge of the rr~agnt::osphere re-
mains fixed with respect to the sun and solar wind The bas ic
c.)nvective mechanism has been described in Sectior. I. One mnodel
is sketched in Figure S-27 (R~eference 154). The ipper sketch in the
figure refers to the situation that would prevail iU cle plasmasphere
were stationary. In the lower sketch, the plasmasphere is rotating
with respect to thle solar wind orientation and a shear exists "hi~ough-
o.-t the ý)uLer mnagnetosphere. In the upper half of the figure is shown

an equatorial plane cross section of the p)ostuladted circulation of -

plasma in the magnetosphere. The solar wind is a~sSurneri to drag
the plas~i-a ba(k along the outer boundary, thus establishing t-wo closed
Convectio'i celle. If a shear motion due to the rotation of the inn-er
plas~naaphere is Introduced, the convection cells ar.! distorted as in
the low.er half of Figure 5-27. The coinvective niotion brings charged
particles down to the trapping region and also resiilts in the e,;tah.I
lishment of complicated electric fields that can accelerate Ciet par-
tic les. Details of this and other convective orocesses are to be fo ind
in the previously cited refereit~.es.

A9

5-107



M' W ~... -~~!

I 2 December 1974

-'It

K NO ROTATION OF PLA'SMASPHERE

-~SUN

INCLUDING DRAG ON ROTATING PLASMASPHERE

Figure 5-27. Convection in the equatorial plane of the magnetosphere
(Reference 154). The upper sketch in the figure refers to the
situation that wojild prevail if themi plasmao sphere were stationary .
In the lower sketch, mne plasma sphere is rotating with r8Sp3Ct
to the solar wind orientation end a shear exists throughout the

outer magnetosphere.
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951 X 41 A17d (E) (JZn(15.2 [In A4 -nEd+ In E
A E'd A-nd' dA

(8-6)

where Z is atomic ntanbcr, p the density in grams per cubic centi-
meter, Ed is in eV, and E is in MeV. This relatior, 1 hip is valid
for a range of proton energies for which the coulomb interaction is
dominant for primary displacemetits and for which elastic scatttr-
ing is dominant for secondcry displacements. In addition, the energy
must be low enough so that the contribution of proton nuclear elastic

scattering and inelastic reactions to the displkcement cross iection
is sm.ll compared to the coulomb cont-ibution. For electrons, the
evaluations are more complex but have been performed and illustrate
the rapid rise above threshold tu a slowly increasing function of

energy above 0.5 MeV (Reference 12).

These evaluations are crude and correspond only to initial dis-
placements rather than actual defmcts, but they are of qualitative and

intuitive importance in comparing di, placement production by par-
ticles of differing type and energy. For example, Table 8-1 gives
values of 77d and V for I-MeV electrons, 10-MeV protons, and 100- ,

MeV protons incident. on Si. The measured carrier removal rate
per unit particle flu-rnce, - dn/do, also is given for comparative pur-
poses (Reference 91.

Table 8-1. Comparison of theoretical displacement parameters
with measured carrier removal in silicon.

'dn-Si p-S i
Particle -dn/dO - dn/dO

(cm1) (carriers/cm) (carriers/cm)

S1-M@V Electrons 4.6 1.3 0.2 C.005

I10-MeV Protons 1100.0 6.0 100.0 I00.0

S,00-MoV Protons 130.0 7.0 -- -

RADIATION DEFECT FORMATION PROCESSES. After the pri-
mary displacement or ionization processes, several intermediate
mr entities often occur before the final raaiation defect sites are estab-
lished. These will be discussed for displacement processes in the
bulk material and ionization near the surface.

.A
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For displacement due to electrons irradiating the bulk crystal,

secondary displacements are few so that the distribution of defects

is approximated closely, at the first stage, by isolated, closely
spaced interstitial vacancy (I-V) pairs (Reference 7). Often the
vacancy is mobile and migrates to defect or impurity atom sites
[oxygen (0) or phosphrous (P)] or, cony -sely, the impurities may
migrate to form stable sites. Another possibility is that the vacancy
may recombine. As a consequence of these possibilities, the defect
sites will depend on type (n or p) of Si and on impurities. They are
more easily annealable than are heavy particle sites.

• f Much information has been accumulated on the physical structure
"of these sites (Reference 1Z). The relative number of such sites is
a strong function of temperature. Protons have more secondaries
per primary displacement and increased primary displacements per
centimeter than do electrons. This suggests that the primary stage
consists of closely spaced, small defect clusters. The increased
cluster size for protons compared to electrons means that anneal-
in; will be less probable but migration of vacancies (or interstitials)
should not be impeded. This indicates a strong dependence of the

resulting stable defect sites on the type silicon, impurity atoms,
resistivity, and residual impurities (0, P).

In terms of ionization-induced defect sites in surface layers [e. g.,
silicon dioxide (SiO2 ) passivation layers], the final defect site may
be (1) the initial ionized atom, (2) the result of the migration of the
site, or (3) the result of impurity migration to the site. Very little
is understood about the details of these proceeses, but the observed
effects have been found to be dopendent on the magnitude and die-
tribution of the surface cliarge (Reference 10).

SEMICONDUCTOR TRANSPORT PROPERTIES DEPENDENCE
SON RADIATION-INDUCED DEFECTS. The effects on both the bulk

and surface semiconductor transport properties of radiation-induced
defect sites are best understood in terms of the concept of a recom-
binatior, center (Reference 8). Any defect site, whether natural or
radiation-induced, may introduce defect energy levels into the for-
bidden energy band gap of a semiconductor. These levels may be
described in terms of their cross section for capture or emission of
free electrons and holes. In particular, those states may exist
called recombination centers, which, after capturing a conduction
electron (hole), will have a large capture cross section for a free
hole (electron)leading, in effect, to a net loss of an electron-hole

.1.4 8-10
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SECTION 15

"* INDEX

-A-

Absorptance, 8-3, 36 ff Alfven wave; Alfven velocity, 1-1;
(See Emissivity) 5-r9 ff, 66 ff. 82

Absorption wave, (See Plasma wavel
(See Wave absorption/ Alpha particle, 4-49; 7-1; 11-8
amplification) Amplification

Absorption center; Color center, (See Absorption; Growth
8-3, 4, 16 ff rate)

i Absorption coefficient, 8-15 Angular momentum, 3-8, 9
Acceleration/Deceleration, 3-21, Anisotropy, 5-82, 86, 103

25; 5-42, 44, 49, 57, 60; 7-2; Annealing, 8-10, 17, 38
9-1 Anomaly

Action integral, 3-27 (See South American . . .
(See Hamilton's equations) Antenna; Antenna power, 9-18

Adhesives, 8- 42 if Antineutrino

Adiabatic invariant; Adiabatic (See Neutrino)
approximation, 1-9; 3-26, Arch (trapped electrott), 7-13
29 ff; 5-56 ff Argus

(See Constants of motion; (See Nuclear detonation-,
Invariant surface) Artificial radiation belt)

first adiabatic invariant, 3-30, Artificial radiation belt, 5-1, 50,
64 ff, 73; 5-38, 42, 43, 56, 57, 52, 96; 6-1 ff; 7-1 ff; 12-2 ff
60 Argus, 6-29

(See Magnetic moment) Argus I, 6-14 ff, 18 ff, 21
second adiabatic invariant, Argus II, 6-15, 21, 2u
3-30 ff, 51 ff, 64, 68, 73; Argus ill, 6-2, 24, 25
5-38, 42 ff, 56 ff Orange, 6-9
third adiabatic invariant, Starfish, 4-16, 21, 25, 34 ff;

4;1-10; 3-31; 5.. 33, 42 ff, 56 5-25. 40, 50 ff; 6-36 , 39,
Air, 7-5 ff; 8-39 43 ff; 9-19, 23

(See Atmosphere) Teak, 6-4, 10 ff
Albedo neutron; Cosmic ray, 1-11; USSR Oct 22, 1962, 6-47 ff

5-1, 26 ff Oct 28, 1962, 6-49 ff

(See Cosmic ray; Neutron Nov 1, 1962. 6.50 ff
.44 decay)

S,15-1
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I metric ring current, 1-15 Biological systemzr, 8-5
(See Ring current) Bipolar transistor, 8-3 ff, 13,

Atmosphere, 3-23; 5-1 ff, 18, Z ff, Z0 ff, 34 ff, 44
* .25, 27, 35, 42, 50, 52, S5 ff, 60 Bohm diffusion
*I 70, 72; 7-7 ff, 12; 9-21; 11-9 ff (See Diffusion)

Atmospheric cutoff Boltzman eauation. 3-39 ff; 5-31,
- (See Cutoff) 71

Atmospheric dynamo, 1-14; 2-30; Boltzman-Vlas3v equation, 5-68
4-69, 72; 12-1 (See Boltzman equation)

Atmospheric scattering Born approximation, 8-67
(See Scattering. * .) Bounce period/frequency, 3-23,

Atomic radius, 5-3 71 ff; 5-13 ff, 23, 96; 7-13, 27
Aurora, 5-60; 9-6 (See Reflection)
Auroral particles, 1-7; 4-75, 80 Bounce resonance, 5-58, 60, 69,
Auroral zone, 1-6 ff 94
Azimuthal drift Boundaries

(See Drift) (See Magnetosphere, Mag-
netopause; Pseudotrapping
region; Trapping limits)

-B- Bound electron, t-/ ff, 7 ff, 23
Bow shock, 1-4

Ballistic trajectory, 7-2 ff Brazilian anomaly
Bandwidth, 8-Z4, 9-18 (See South American. . .
Base Breakdown, 8-Z3, 28, 35

(See Bipolar transistor) Bremsstrahlung, 8-1, 65, 67 ff;
Base layer, 8-15 ff 9-1- 10-3; 12-4
Base region lifetime, 8-2 Brightness, 9-18, 25, 29
Base transport factor, 8-23 Brightness temperature, 9-19, K
Beamwidth, 9-3, 5, 14 ff, 18 21, 26 ff
Bessel function, 9-5, 7, 8 Build-up, 4-69
Bet decay, 7-1 ff, 6, 13, 15, Bulk semiconductor, 8-3, 20 ff

ff (See Semiconductor)
Beta electron; Beta particle; Buoyancy, 7-3

Fission Beta, 7.3, 6, 13; 8-5; Butterfly distribution, 6-12
9-1; 11-9

(See Fission. ..
Beta tube, 6-3; 7-13 ff. 14, 16 -C-

(See Magnetit flux tube)
Binder, 8-36 ff Cadmium sulfide cell (CdS), 8..17
Biological damage, 10-1 Canonical conjugate, 3-26 ff
Biological effective iess (P BC), (See Hamilton's equation)

in-i Capacitance, 8-21, 31
Carpenter's knee, 1-17
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Carrier density/lifetime/removal Complementary Metal Oxide Semi-
rate, 8-3, 6, 9, 11, 13, 20 ff conductor (CMOS), 8-35 ff

(See Majority carrier; Min- Compression
ority carrier) (See Magnetic. . .)

Cavity r,'sonance, 2-35 Computer programa, 3-89;

CdS 11-35 ff
_(See Cadmium sulfide) adiabatic motion, 11-46

Center-of-mass reference frame angular drift velocity, 11-42
(See Coordinates) atmospheric densities, 11-39,

Cerenkov detector, 11-4 42
(See Detector) B, L, 11-36

Channel, 8-30 ff decay factors for artificial
Channel multiplier, 11-4 radiation belts, 11-48

(See Detector) exposure of a satellite to
Charge density, 3-42 radiation, 11-42 ff
Charge exchange, 5-5 ff, 19, 20; geomagnetic field, 11-37, 38

7-7 ff; 11-30 high-altitude nuclear effects,
(See Cross section) 11-35

Chorus, 2-36 omnidirection to direction flux
CIRA model atmosphere, 11-15 convereion, 3-89

(See Atmosphere. . .) trapped particles in. outer mag- ..V
CMOS netosphere, 11-40

(See Complementary Metal trapped particles from nuclear
Oxide Semiconductor) detonations, 11-40

Coating trapped particle shells and
(See Optical. . .) kinematic parameters, 11-39

Cold plasma, 5-103, 107 trapping, 11-41, 44
(See Temperature) Computer simulation, 5-83

Cold plasma dispersion equation, Conduction electron/hole, 8-105-71, 74, 80 C-nductivity, 3.41 ff; 7-5; 8-3,
(See Dispersion equation) 15, 20, 22 ff

Collective behavior (See Resistivity)
(See Plasma; Collision) Conductivity tensor, 3-43 ff;

Collector, 8-23 ff 5-41, 43
(See Bipolar transistor' Conjugate region: Conjugate Mir-

"Collision, particle, 3-1 ff, _,8 ff; rcr point, 7-6. 13, 15
S5-1 to 27, 69; 7-6 Constants of motion, 3-2, 26

(See Deflection; Cross sec- Continuity equation, 3.40, 42
tion) Contour plot, flux contour, 7-9,

Collision force, 3-3, 40 10; 8-57; 9-20
Collision frequency, 3-42, 45 Convection, 1-12, 14 ff, 17;
Color center 5-49, 108 ff; 12-3

(See Absorption center)

'Ro 1
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Coordinates M4ller, 5-3
asymmetric geomagnetic momentum exchange, 7-4

field, 2-14 ff nuclear reaction, 5-20 ff
LB,L], 2-19; 3-33 ff Rutherford, Coulomb, etc.,

(See l.-parameter) 5-3; 8-8 ff
cartesian, 5-11 secondary production, 5-20
center of mass, 5-3, 23 total, 5-31, 32
curvilinear Crystal, 8-7 ff, 37

(See Euler potential) (See Lattice)
cylindrical, 2-8; 3-7; 5-12 Current
dipole, 2-14 (See Gain; Saturation)
earth centered, 4-60 Current;' Current density, 3-17,
[energy, pitch angle], 5-13 41 ff
(r,X), 2-22 Curvature, 3-18
sr~herical, 2-4; 3-Z8; 5-47 (See Drift)
[velocity, pitch angle], 5-12, 13 Cusp, 4-53, 63
wave frame, 5-64 Cutoff frequency, 8-24

Corotation, 1-13, 15 Cutoff pitch angle; Atmospheric
Cosmic -adio noise, 9-21,23, 26, cutoff; Critical mirror point,

28, 32 3.22 ff, 59 ff; 5-23, 37; 7-10 ff,
(See Radio noise) 14 ff

Cosmic ray, 5-1, 26, 31 Cyclotron frequency
(See Albedo neutron) (See Gyrofrequency)

Cosmic ray star, 5-27 Cyclotron radiation
Coulomb collision, 8-8 ff (See Synchrotron)

(See Cro..q section, Cylindrical components
Rutherford) (See Coordinates)

Cover slide (solar cell), 8-14 ff
CRAND source for protons, 1-11;

4-69; 12-2 -D-
Critical mirror point

(See Cutoff) Damage coefficient, 8-4, 12, 14,
4 Crochet, Z-31 25, 70

Cross-I. diffusion Damage equivalent, normally
(See Radial diffusion) incident fluence (DEN!), 8-4 ff,

Cross section 17, 70 ff
"Bremsstrahlung, 8-67 Debris
.capture, 8-10 (See Radioactive. .. )

charge exchange, 5-20; 7.7 Debye length, 3-38; 5-4, 13
collision, 7-3 ff Debye sphere, 3-38; 5-13
displacement, 8-8 ff Decay of artificial radiation belt,
emission, 8-10 5-1, 84; 6-1, 2
hard sphere, elastic, 8-8 ff (See Lifetime)

St I 15-4
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I Argus I, 6-2, 20, 22, 25 Diffusion, 5-13; 7-5, 28
Argus I1, 6-2, 23, 29 Bohm, 5-103; 12-Z
Argus III, 6-2, 24, ?5 bounce-resonant, Fermi
Orange, 6-2 acceleration, 5-57 ff, 94
Starfish, 4-21; 6-2, 39 ff energy, 5-22 ff, 65, 94 ff
"Teak, 6-2, 10, 12 neutron, 5-32

Deceleration pitch angle, 1-10' 5-13 ff,
(See Acceleration) 23 ff, 65 ff, 93 ff

"Declination, 2-2 radial; cross-L, 1-11; 4-75; 4
Defect; Lattice defect; Defect 5-31, 42 ff, 94, 108

center, 8-2 ff, 13, 36 ff, 42 Fokker-Planck; velocity space,
4 (See Imperfection) 5-13 ff

Defect cluster. 8-10 Diffu:ion copfficient, 5-13, 17,
Def*.ection; Scattering 2-, 32, 46 ff, 93 ff, 98 ff; 7-28;

(See Cross sectior) 8-14, 20
by waves, 5-93 ff Diffusion equation, '. 1 3 ff, 95
Coulomb; atmospheric, 4-21, (See Fokker-IPlanck)

66, 69, 75; 5-22 ff Diffusion length, 8-15 ff, 20, 23
multiple; cumulative, 5-3, 9 ff, Diffusion trajectory, 5-65 ff, 95

22 ff Digital circuit; Digital device,
neutron, 5-32 8-34

Degenerate integral invariant, Dilation factor
3-32, 73, 75 (See Relativity)

(See Adiabatic invariant, Dilution frlctor, 7-20
second) Diode, 8-6, 13, 15 ff

Degradation, 8-1 ff, 6, 13, 17 ff Dip angle, 2-2
Delayed neutron, 11-8 Dipole magnetic field, 2-1 ff; 3-3,

(See Fission. .) 7 ff, 31, 33, 51 ff; 5-38, 42.
Delta function; Dirac delta func- 46, 56, 57; 9-1, 25

* tion, 5-80 (See Geomagnetic field)
DENI Dipole moment

(See Damage equivalent) (See Magnetic moment)
Density, 3-.+1 Directional flux; Specific inten-

(See Distribution function) sity, 3-36, 91 ff
4: i Depletion; Depletion reg-',n, 8-31 Dispersion equation, 5-68 ff

Depth-Dose, 8-52, 58, 65, 68 Displacement, lattice, 8. 7 ff,
Detectors, radiation, 11-1 ff; 36 ff

6-14, 26 Distribution function, 3-35 ff, 39; I
Deuteron, 7-1 5-10, 23, 68, 71, 107

-. Device characteristic, 8-2, 13 Disturbance field; Fluctuation
Diamagnetism, 3-20, 23, 42; 7-4 field, 5-46 ff
Dielectric, 8-7, 34, 35C Dopant; Doping, 8-3, 20, 24, 35C
Diffused layer, 8-15 ff Doppler shift, 5-64 i.

"•: (See Resonance)
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Dose, 8-1, 5, 14, 28 f, 44, 46 if, Electric fields
52 if; 10-1 ff ionospheric, 1-13 ff

(See Fluence) magnetospheric, 1-12
DP2, 5-42 ff Electric potential

(See Geomagnetic disturb- (See Potential. . .)
h ance) Electrojet
,h Drain (See Polar. . .)
N (See Field effect transistor) Electromagnetic wave, 5-61, 98

Drain current, 8-29 ff (See Plasma wave)
D-rcgion of ionosphere, 11-30 Electron-hole pair, 8-7 ff
Drift; Drift velocity, 3-15 ff, ?4, Electron slot

33, 36; 5-46; 7-4, 13 (See Slot region)
azimuthal, 1-8 if; 3-19, 24, 36 Electron temperature

(See Gradient-B urift) (See Temperature)
curvature, 3-18 Electron-volt
FxB, 1-12; 3-15 £f, 26 'See Units)
generalized, 3-17 Electrostatic force, 3-38; 5-3
granient-B, 3-18 ff, 43 Electrostatic wave, 5-71, 82, 98

(See Azimuthal drift) tSee Plasma wave)
Drift dilutioa, 7-17, 21 ff ELF
Drift field solar cell, 8-17 (See Extra low frequency)

(See Solar qell) Emission coefficient, 9-18, 22,
Drift period/frequency; Azimuthal 25 ff (. ,

drift period/frequency; Drift Emission pattern
rate, 3-23 ff, 71 ff; 5-18, 42 if, (See Radiation pattern;

47 ff; 7-12, 17, 19 Synchrotron. . .K"
DS (Ds) magnetic storm compon- Emissivity; Emittance, 8-3, 36,IA

" I ent, 2-32 42 ff

DST (Dst) magnetic storm compon- (See Bipolar transistor)

ent, 2-32 Energy
(See Geomagnetic. . .) kinetic, 3-4; Q-2

Dynamical friction, 5-14, 17, 23 rest mass, 3-4
', (See Fokker-Planck) total (relativistic), 7-19; 9-5
C. Dynamical trajectory, 3-35 ff Energy density, 4-2; 7-5

Energy level; Energy band, 5-2,
10; 8-10, 37

-E- Energy spectrum, 4-60, 6 ', 75;
5-31; 6-12, 25 ff, 29, 36, 38,

. East-west asymmetry, 5-22 46; 7-2, 20, 27; 8-2 ff, 47, 52,
Effective damaging energy, 8-71 58, 69. 71; 9-21
Eigen-mode; Eigen value, 5-13 Energy transfer, 3-40; 5-3
Elastic scattering, 8-9 Environment; Radiation environ-";•'{:(See Cross section) ment, 8-1, 5, 57

15-6
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Epitaxial deposition, 8-33 Filters, optical 8-42, 45
Equation of motion, 3-2 ff, 5 Finite difference, 5-13
Equatorial pitch angle, 9-25 Fireball, 7-2 if
Equivalent 1 MeV fluence/flux, First adiabatic invariant

8-44, 46, 70 ff (See Adiabatic invariant,
(See Damage equivalent) Magnetic moment)

E-region, 11-30 Fission physics, 11-4 ff
(See Ionosphere) alpha particles, 11-8

Error function, 5-15 beta particles, 8-5, 58 ff, 81;
Euler potential, 3-27 if; 5-38 11-9

(See Hamiltun's equations) beta spectra, 11-9; 8-58, 65 ff,

Excitation-ionizati')n potential, 76
5-3, 7 ff, 9 fragments; products, 6-1, 3,

Exosphere, 11-12 ff 29, 46; 7-1, 6, 9

Expansion of debris, 7-8 (See Radioactive debris)

(See Magnetic compression/ Fluctuation field
expansion) (See Disturbance field)

Extra low frequency (ELF), 2-33 Fluence, 8-2 if, 14 ff, 21, 24 ff,
Extrinsic semiconductor, 8-3 28, 32, 39 ff, 44 ff, 70 ff

"Fluting instability V

(See Interchanfe instability)
-F- Flux, 3-36 ffIV

contours
Fan-out, 3-34, 35C (See Contour plot)
Faraday cup, 11-4 density

(See Detector) (See Magnetic field)
Faraday's Law, 3-24 directional

(See Maxwell's equations) (See Directional flux)
i'ermi acceleration, 5-57, 60 magnetic, 3-23, 25, 30 ff
Fermi potential, 8-31 omnidirectional
FET (See Omnidirectional...

(See Field effect transistor) Fokker-Planck coefficient, 5-11 ff,

Field, electromagnetic, 5-2 22 ff, 46, 93
SField effect transistor (FET), 8-3, (See Diffusion..

6, 13, 28, 31 ff, 44 Fokker-Planck e.,iation, 5-10 ff,
Field equations, 3-42 22 ff, 46, 58 ff, 94

(See Maxwell's equations) (See Diffusion..

Field intensity Forbidden region, 3-8 ff; 5-27
(See Magnetic field. (See Trapping. .

Field line, 3-18, 24 ff, 28; 5-35, Fourier analysis; Fourier com-
• I 57, 61; 6-43; 7-5, 6, 9, 16; ponent, 5-47; 9-2

"9-3, 16 Free electron, 5-2, 4, 8, 23;

Field line connection, 1-17 8-10
Field strength F-region, 11-30

(See Magnetic field. . .) (See Ionosphere)

(-.15-7
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Frequency spectrum: 9-5, 10, 16 time, 2-14
(See Power spectrum) transient variations, 2-29 ff

Frozen field, 3-26; 5-41; 7-4, 5 (See Geomagnetic dis-
(See Field line) turbance)

Geometry; Geometric factor, 8-5
Giant pulsations, 2-35

-G- Gradient magnetic field, 3-18
(See Drift)

Gain, 8-22 ff, 35, 35C Gravitation; Gravitational force,
Gamma unit, 2-2 3-1, 3, 18; 5-32; 7-5, 6
Gam-mna rays, 8-2, 30, 67; 11-8 Green's theorem, 3-30

(See Fission...) Group velocity, 5-78
Gate, 8-13, 29 ff Growth rate, 5-78

(See Field effect transistor; (See Wave amplification)
Metai oxide serricon- GSFC field model, 2-18
ductor. .) Guiding center, 3-2, 13, 15 ff,

Gate voltage, 8-Z9 19, Z6 ff, 43; 5-2Z
Gauss normalized Legendre Gyro frequency/period, 2-33;

functions, 2-18 3-6 ff, Z3, 25, 65, 69; 5-16,
Gaussian coefficients, Z-18 61, 64, 68 ff, 92, 98
Gaussian units, 3-1, 47 Gyro motion, 3-5, 6, 16, 27;

(See Units) 5-62, 63
Geiger counter, 11-1 Gyro radiation (,) !

(See Detector) (See Synchrotron radiation)
Geomagnetic Gyro radius, 3-7, 15, 19; 5-56

activity, 5-25
coordinate systems, Z-14 ff

(See Coordinates) -H-
disturbance fluctuation; pulsa-

tior, 2-2, 33 ff; 5-42 ff, Hall conductivity, 3-44., 56 ff, 69, 84 Hamiltor.ian, 3-26 ff; 5-38
equator, 9-19 ff Hamilton's equations; Hamilton-
field, Z-1 ff; 3-1, 8, 15, 19 ff, Tacoby theory, 3-26

28, 31, 33, 36; 5-44; 9-14 ff, Hardening, 8-35, 35C ff
25 Harmonic number, frequency,

indices: ak, Ak, ap, K. Kp, 9-5 ff
2-37 ff Harmonic analysis

latitude, 2-14; 7-9, 10; 9-29 (See Fourier; Spherical
(See Coordinates) harmonic)

secular variation, 2-1, 4 Harris and Priester model
spherical harmonic enpansion, atmosphere, 11-15

2-1, 17 ff (See Atmosphere. ..
Sstorm, 2-31 ff; 5-,--, 72 ff, 103 Heat capacity; Heat content, 7-3

I15-C
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Heat transfer, 3-40 Inelastic scattering, 8-9
Helium ions in ionosphere, 11-30, (See Cross section)

32 Inhomogeneous field, 3-18, 21, 25
Heterosphere, 11-9, 12 ff, 15 Initial phase of magnetic storm,

(See Atmosphere) ý.-31
Hiss, 2-36 Lijection, 5-1, 23 ff, 30; 6-36,

(See Geomagnetic pulsation) 43 ff, 48 ff; 7-2, 4 ff, 13 ff,

Hole, 8-3, 7, 10, 31 20 ff; 8-58 ff
Homosphere, 11-9 Injection efficier•cy, 8-23

(See Atmosphere) Inner radiation belt; Lo,.vr radia-
Hot plasma, 5-103, 107 tion belt, 4-4 ff; 5-31; 7-2

(See Temperature) Instability, 5-35, 37, 58, 76, 80,
Hybrid integrated circuit, 8-33, 35 82; 7-8, 28

(See Integrated circuit) (See Plasma instability)

Hydrodynamics, 3-3, 40; 7-6 Insulator, 8-2
Hydromagnetic model; Hydrornag- Integral invariant

netic equations, 3-38, 40, 43; (See Adiabatic invariant,
7-6, 7. 28 second)

(See Plasma. . .) Integrated circuit, 8-7, 33 ff
Hydromagnetic stability/instability, Intensity, 3-36 ff

5-33, 38 ff (See Flux) I..

(See Instability) Interchange instability; Fluting in-
Hydromagnotic wave, 5-58 stability; Rayleigh-Taylo- in-

(See Plasma wave) stability, 5-37, 43; 6-46;
Hydrostatic equation, 5-18 7-28

Interplanetary magnetic field,
1- 1 ff -.'

, -I- Interstitial atom , 8-2, 43 ,.a

Tnterstitial vacancy (I-V), 8-10
IGRF field model, 2-14 Intrinsic carrier, 8-20

(See Geomagne:-. field) Invariants, adiabatc
Imperfection, 8-2 (See Adiabatic..

(See Defect) Invariant latitude, 2-14, 22
Impulsive injection, ,t-/5 Invariant momentum, 5-76
Impurity. 8-2, 4, 6, 10 ff, 43 Invariant surfa'ze, 3-13, 31 ff;
Inclination, field line, 2-2; 3-18; 5-45

7-6, 14 'See Adiabatic invariant)
Index of refraction Ion cyclotron mode; Ion cyclotron

(See Refractive. .) .- ave, 5-74, 103 I
Induced current, 5-41 (See Plasma wave)

Induced magnetic field; Induction Ionization, 5-2, 4; 8-2 , 7, 21 ff,
field, 3-20, 23 ff 31, 36 ff, 42

(See Diamagnetism) (See Excitation-ionization)

15-9
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Ionization chamber, 11-3 -1-
(See Detector)

Ionized gas, 3-44 ff Landau damping, 5-81
(See Plasma) Landau resonance, 5-Q8

Ionosphere, 3-46; 5-41 ff, 71, 96; Lattice, 8-2, 6
9-28 ff; 11-30 ff; 12-1 Lattice displacement

Ionospheric (See Displacement)
currents, 1-14 Lattice imperfection; Lattice de-
dynamo, 1-14 defect, 8-2 ff
electric fields, 1-13 (See Defect)
layers, 11-30 L currents, 2-30

Islands of electrons, 4-60 Leakage current, 8-Z2. '4, 26ff
Islands of protons, 4-63 Left-handed waves
Isotope, 7-1, 15 (See Polariz

(See Stable. .) Lifetime; Decay tirr.. , ,.oss time,
Isotropic distribution, 7-9 4-21, 25, 75; 5-5, 9, 17, 20,
Isotropic flux, 8-47, 52, 57, 70 50, 54, 56; 7-12; 8-57; 10-5

Lightning storm radio noise, 9-21,
23, 32

-J- (See Radio noise)
Linearized plasma wave theory;

Jacchia model atmosphere, 11-15 Linear theory, 5-82 ff
(See Atmosphere) Liouville's equation; Liouville's

Jacobian, 5-in ff, 39 theorem, 3-35ff; 5-13, 26, 45,
Jensen and Cain field model, 2-18, 50; 7-13, 17

20 Lithium drifted solar cell, 8-07
(See Geomagnetic field...) (See Solar cell)

Jensen and Whitaker field model, Longitudinal flux variation, 4-69
2-18 Longitudinal invarian-, 1-10

(See Geomagnetic field. .) LongitudinallV averaged flux, 4-66 N,

Jet, radioactive debris, 6-43; 7-8 ff Lorentz factor
JFET (See Relativistic dilation

(See Field effect transistor) tactor)
J-integral, 2-31 ff Lorentz force, 3-1

(See Adiabatic invariant, (See Equation of motion)

second) Loss cone, 5-13, 28 ff, 87
Junction, 8-14, 20, 22ff, 28, 31ff, (See Cutoff)

44 Loss time
Junction field effect transistor (See Lifetime)

(JFET) Lower hybrid resonance, 5-98
(See Field effect transistor) (See Plasma wave)

Lower radiation belt
(See Inner belt)

j 15-10
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L-paranreter, McIlwain, 2-12, 17, Magnetic meridian, 9-29
19; 3-33; 5-44 Magnetic mirror

L-shell, 3-33 ff; 5-1, 25, 44, 56, (See Mirror point; Reflection)
60 ff, 80, 82; 7-6, 13, 15, 28; Magnetic moment, 1-9; 2-8; 3-8,
9-21, 24 ff, 29 ff 23, 26 ff; 5-57, 60
splitting, 3-33 ff (See Adiabatic invariant,

Lunar daily variation, 2-29 ff first)
Lunar day, 2-30 Magnetic potential

(See Potential)
Magnetic pressure, 5-35, 37 ff;

-M- 7-4, 9, 28
(See Stress tensor) A

Magnetic. . . Magnetic reflection
(See Geomagnetic. . .) (See Reflection)

Magnetically disturbed day, 2-29 Magnetic shell
Magnetically quiet day, 2-29 (See L-shell)
Magnetic bay, 2-33 Magnetic storm
Magnetic bottle, 7-5 (See Geomagnetic...)

(See Mirror point) Magnetohydrodynamics, 3-41
Magnetic Bremsstrahlung (See Hydromagnetic model)

(See Synchrotron) Magnetopauae, 1-2, 4; 4-54
Magnetic bubble, 7-9 Magnetosheath, 1-4
Magnetic compression, 3-26; Magnetosonic mode, 5-74

5-45, 57 (See Plasma wave)
(See Field lines) Magnetosphere, 1-1 ff; 5-55, 60,

hydromagnetic compression, 71 ff, 78, 98
expansion, 7-2, 8 Magnetosphere model. 1-17 f

V . Magnetic energy, 5-35, 71 Magnetospheric boun',iry, 2-26
i Magnetic field, 2-1 ff; 3-2 ff, Magnetospheric dynamo, 1-14

?I 14 ff, 20 ff, 26 Magnetospheric electric field, 1-14 K
"(See Dipole. . .; Geomag- Magnetotail, 1-6

netic field) Main phase of magnetic storm, 2-31• ~~Magveric I.ield intensity; Field (See Genmagnetic..)•J

M c n ;Sa strength, 3-42 Majority carrier, 8-3, 5 ff, 11. 17,
Magnetic field, interplanetary, 1-1 21, 28 ff
Magnetic fluctuation Markov process, 5-10

(See Geomagnetic fluctuation) Maximum pow:!r, 8-16
Magnetic flux Maxwellian distribution, 5-86, 105,

(See Flux; Magnetic field in- 106
tensity) Maxwell's equation 3-1, 18, 42;

Magnetic flux density, 9-2 5-33, 61
Magnetic flux tube, 5-23, 39 Maxwell stress tensor

- I
Mageti foce 3- SeSrsesr
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McIhwain L-parameter Model environment, 4-4, 16 ff
(See L-parameter) Moments of Boltzmann equation,

Mead model of geomagnetic field, 3-39 ff
2.26 Momentum conservat.on, 3-40

(See Geomagnetic field) Momentum space trajectory
Mean free path; Mean path length, (See Diffusion trajectory)

5-5 Monolithic :ntegrated circuit, 8-33
Measurement techniques, 11-1 ff (See Integrated circuit)
Mechanical force equation, 3-41; Monte Carlo computation, 8-68

5-33 MOSFET
M eridian; Meridian plane, 3-9 ff (See Metal oxide semi-
Lesosphere, 11-13 conductor FJET)

(See Atmosphere)
Metal insulated semiconductor

(MIS), 8-13, 28 ff, 34 -N-
Metal insulated semiconductor

field effect transistor (IMISFET), Net flux, 3-37
8- 28 ff (See Flux)

Metal oxide semiconductor FET Neutral sheet, 1-6- 2-20
(MD)SFET), 8-3, 6 Neutrino/Antineutrino, 7-Z

Microcircuit, 8-7, 35 Neutron decay, 1-11; 4-21; 5-Z5tf;
Micropu'iation, 2-33 ff 7-1 ff

(See G&.,magnetic. . .) (See Nuclear decay, fission) .; ,,,
Microsheet glass, 8-43, 45 Neutron diffusion; Neutron trans-
Migration, 8-9, 10 port, 5-3Z ff
Minimum altitude for given (B, L), Neutron ha'.f-life, I- 11

4.66 Neutror production, 5-27, 28
Minority carrier, 8-3 ff, 11 ff, Nicolet model atmosphere, 11-9,

14 ff 15 ff
Mirror altitude, 3-59 ff; 5-18; Noise, 8-34

7-12, 13 Nonhomogenous field -ii
Mirror latitude, 5-48 ff (See Inh:mogeneous fielr.j
Mirror point; Mlrrcr field, Non-linear plasma wave, 5-82

3-21 ff, 31 ff; 5-25, 43, 57, n-p junction
82; 7-9, 12; 9.16, 21 (See Junctinn)

(See Turning point) NPN transistor, 8.24 ff
Mirror point density, 7-12 (See Bipolar transistor)

MIS n-region, 8-3, 20 f'
(See Metal insulated semi- Nuclear coil-,,n; Nucleac reac-
conductor) tion, 5-5. 19 ff

Mobility, 8-13, 29 Nuclear decay, 5-25, 33 ff
Model atmosphere

(See Atmosphere)

15-12
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Nuclear detonatio.; Nuclear ex- Orange nuclear detonation
plosion, 5-37, 92; 6-I ff; (See Artificial radiation belt;
7-1 ff, 7, 12 ff, 28 Nuclear detonation)
Argus I, 6-2 Orbit
Argus I1, 6-2 (See Satellite. ..
Orange, 6-1 ff Orbital electron, 5-2, 3, 23
Starfish, 4-69 Uf; 5-40; 6-1 ff, Orbital parameter, 8-2, 4 ff, 15,

31 ff, 45; 7-8; 9-1, 19; 17, 44 ff
12-3 (See Satellite)

Teak, 6-1 ff Oscillation
USSR, Oct 22, 1962, 6-1 ff, 47ff (See Plasma wave)

Oct 28, 1962, 6-1ff, 47ff Outer rardiation zone, 4-29, 31,
Nov 1. 1962, 5-32;6-lff, 34 ff, 43 ff, 49; 5-37, 80; 7-2

47 ff Outer trapping region, 5-37
Nuclear emulsion, 11-3
Nuclear fission

(See Fission. . .) P

Nucleus, 5-3

Number density, 3-39; 9-19, 21 Particle collision
(See Distribution function) (See Collision)

P~article dietector

(See Detector) K:"
--- Passivation layer, 8-3, 10, 21 ff, K.,-

26

Ohm's law, 3-41, 43 pc
Omnidirectional flux, 3-36 ff, (See Geomagnetic pulsation)

39 ff; 5-32, 37, 55, 80; 7-10, Pearls, 2-35
14 If, 27 ff, 29: 8-4, 59 If; (See Geomagnetic pulsation)

-eeo,29-224 Penetration;. . . depth, 7-7 ff
Sartificial electrons, 6-22 ff, Phase space, 5-19

32, 35, 37, 48, 50 Phase velocity, 5-64, 79, 81, 104
natural electrons, 4-20, 26 , Phoswich, l1-2

32, 43 ff, 48, 54, 61 ff, 68, (See Detector)
76 Photographic system, 8-5

protons, 4-5 ff, 17 ff, 34 ff, 40, ni

51 ff, 63, 73 (See Geomagnetic;
Open field line model, 1-17 Micropulsation)

(See Magnetosphere) Pigment, 8-36 ff
Optical Q.uating; Antirefliction PIN

coating, 8-42 ff (See Diode)
Optical material, 8-3, 5, 42 ff Pitch angle core, 5-28 ff
Optical transmission, 8-3, 4,"- if (See Loss cone)

15 1
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Pitch-angle diffusion, 1-10; 5-56 Precipitation, i-iO; 4-75, 80
"(See Diffusion) p-region, 83, 20 if

Pitch-angle distribution, 5-71, 85. Pressure tensor
93 (See Stress tensor; Mag-

(See Distribution function) netic pressure)
Planar transistor; Planar Probability, 5-10 if

geometry, 8-22 if Probability density, 8-47
Plasma; Ionized gas, 3-3, 26, Prompt gamma, 11-8

39 ff 4-65; 5-1, 4, 9, 13 ff, (See Fission...
33, 35, 42, 68 if; 7-4 Prompt neutron, li-8

Plasma current sheet field, 2.28 (See Fission. .

Plasma density parameter, 5-71 if, Propagation wave, 5-71, 74, 75
104 Pseudotrapping, 4-2 fi, 51 ff, 58

Plasma frequency, 5-70 if; 9-10 Punch-through, 8-23
Plasma instability, 5-37, 78, 82,

87
(See Wave amplification) -0- I

Plasmapause, 1-17; 5-72 if, 98
Plasma sheet, 1-6; 4-63 Quasilinear theory, 5-82, 95
Plasmasphere, 1-15, 17; 4-63;

5-108; 11-32 ' .
Plasma wave; Plasma oscillation, -R-" '

3-43; 5-1, 33, ý',6 58 ff, 68 iff l")

p-n junction, 8-7, 14, ..S, 19 ff, Radial diffusion; Cross-L diffu-
26, 30, 33 sion, 1-11; 5-31, 42, 46 if,

(See Junction) 55 if, 60, 82; 9-26
PNP transistor, 8-26 Radiacion detector
Polar electroject, 3-46 (See Detector)
Polarization (Right and Left), Radiation dose, 10-1 ff

5-61 if, 69, 71, 74, 76 if; 9-3, (See Dose)
18, 26, 32 Radiation measurement techniques,

(See Plasma wave) 11-1 if
Positron, 7-1 Radiation pattern; Emission pat-
Potential tern, 9-3 if, 12

,' eiectric, 3-29, 29; 5-43 Radioactive debris, 6-4, 20 43, 46,
Lie'nard-Wiechert, 9-2 49; 7-1 if, 6 if, 12 ff, 18

magnetic, 1-17 (See Fission . . .
St8rmer, 3-9, 11 Radio noise, 9-21, 23

Power conversion efficiency, 8-42 Range, fast particle, 5-5 if; 7-6,
P. ver spectrum; Power density; 8; 8-47, 52 if

Spectral density, 5-44, 47 ff, Rayleigh-Taylor instabi.-I `-37
56, 59, 60, 69ff; 9-Z if, 31 7-8

Poynting vector, 9-1, 3 (See Interchange..
Ray path, 9-24 if

1 1Ai~i! 15-14
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RBE Rutherford cross section

effectiveness)

Recoil, 7-3
Recombinat.on; Recombination -S-

center, 8-3, 10 ff, 26, 32
Recovery ph.-Ase of magnetic Satellite

storm, 2-31 irradiation, 8-57 ff, 71 ff;
Rectifier diode, 8-20 ff 10-4 ff

(See Diode) measurements of artificial ra-
Redistribution, 4-69 ff; 5-1 diation, 6-3 ff, 8 ff, 10,
Reduced mass, 5-2 13 ff, 31 ff, 33 ff, 40, 47 ff,
Reflection 53

(See Mirror point; Turn- protection, 12-3 ff
ing point) statistical information, 11-49 ff

magnetic, 3-13, 21 ff; 5-57 system, 8-2, 5, 36 ff, 42 ff,
neutron, 7-2 59, 70 "; 10-1 ff
wave, 5-71, 80, 82 (See Shielding)

Reflectivity, 8-15, 43 ff, 47 vulnerability, 10-1 ff
Reflectors, 8-?7 Saturacion; Saturation flux, 5-37;
Refraction; Refractive index, 8-42 7-9; 8-58; 9-21, 24
Relative biological effectiveness (See Trapping limit)

(RBE), 10-1 Saturation current/voltage, 8-20 ff,
Relativistic dilation factor; Lorentz 29

factor, 3-4, 28; 5-3, 64 ff, 86; Scale height, 5-18; 7-2 ff, 6
9-3 Scattering, 4-21, 66, 69, 75;
(See Relativity) 5-32; 11-16

Relativistic mass, 3-5 (See Deflection)
Relativity; Relativistic correction, Scattering angle, 5-3, 23

3-3 ff, 20, 39, 64 ff, 78; 5-4, Scattering center, 8-13
64 ff, 75, 86, 92; 9-2 ff Schmidt function, 2-18

Replenishment., 4-69 Scintillation counter, 11 -2
Resistivity; Resistance, 3-41; 8-10, (See Detector)

15, 17, 22 ff, 26 Second adiabatic invariant
(See Conductivity) (See Adiabatic in~ariant)

Resonance; Resonance condition, Secondary production, 5-20 ff
5-58 ff, 64, 68, 75 ff, 96 Second surface mirror

Rest mass, 9-3 (See Solar reflector)
SRight-handed wave Self-consistent theory

(See Polarization) (See Trapping limit)
Ring current, 1-15; 5-98, 103; 12-2 Semiconductor, 8-1 ff, 10 ff, 13 ff,

"1 i Ruentgen equivalent man (rem), 10-1 42
Sfelý'icn, 2-15

(See Geomagnetic pulsation)

.........
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Shielding, 8-1 ff, 5, 17, 4Z ff, Spherical harmonic, 2-17; 5-47
47 ff, 65 ff Sq currents, 1-14; 2-30; 12-1 a

Shock curve, 6-46; 7-2 Stability criterion, 5-38, 40, 45;
Shockley-Read analysis, 8-11, 13 7-15
Short circuit current, 8-16 (See Instability)
Silicon semiconductor, 8-4 ff, 9 ff, Stable isotope, 7-1, 3

15, 16, 33, 70 Stable orbits
Skirt, 4-51 (See Trapped orbits)

(See Pseudotrapping; Mag- Star
netosphere) (See Cosmic ray)

Slot; Slot region; Electron slot, Starfish
4-3 ff, i1, 34, 39; 5-98 (See Nuclear detonation;

(See Inner radiation belt; Out- Artificial radiation belt)
er radiation zone) Steady state flux, 5-20; 7-27

Sloughing of fireball debric, 7..4 ff Stochastic acceleration, 5-44 ff
Solar (See Fokker-Planck)

cell, 8-3, 6, 1- ff, 4Z rf Stopping pewer, 5-2 ff; 8-8, 47,
cosmic rays, 5-27, 31 70, 76
flare effect (sfe), 2-31 Sto.rm

(Geomagnetic. .) (See Goomagnetic)
parameter S' (10.7 cm flux), Starmer angular momentum, 3-8

11-16 St6'rmer orbit, 3-7 ff; 5-56
particles, 4-80 Stormer trapping criterion, 3-15 --
quiet variation, 2-29 (See Trapping limit)
reflector; absorber, 8-36 ff St6rmer unit, 3-8
wind, 1-1 ff; 5-42, 84 ff Stratosphere, 11-3

Solid ionization chamber, 11-3 (See Atmosphere)
, ~(See Detector) Streaming instability, 5-76 ',

Solid state detector, I1-Z (See Instability)
(See Detector) Streaming velocity, 3-39 ff

Source Strength (of materials), 8-3
(See Field effect transistor) Stress tensor; Pressure tensor,

SSource function, 7-15 3-40; 5-33 ff
South American anomaly; South Strong diffu,3ion, 5-13, 96

Atlantic anomaly; Brazilian Structural imperfection, 8-4
anomaly, 2-22; 4-66, 69; 5-2;1 Structure; Structural material,
7-12, 13, 27 8-3

Space charge, 8-422, Z4 Sudden commencement (SC), 2-31;
Specific electrical conductiviti, 3-26; 5-44

3-44 (See Magnetic storm)
(See Conductivity tensor) Sudden impulse (SI), 2-32

Spectral density Surface charge, 8-31
(See Power spectrum) Surface effect, 8-6, ?4, 26, 28,

32

44
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Surface potential, 8-13 Transmission, 8-3
Surface recombination rate, 8-13 Trapped orbits; Stable orbits,

*, • Surface state, 8-26 3-8, 12, 15; 7-1
Switching TrappiJg, 7-1, 3, 7, 12

• ' (See Diode) (See Injection)

Synchrotron emnission; Radiation; center, 3-8 ff, 15, 33 ff; 4-54 ff;
Cyclotron radiation; Magnetic 5-56, 96 ff, 107
Brernsst.ahlung, 9-1 ff efficiency, 6-Z9, 39; 7-9, 12

Systeun fraction, 7-9 ff
P (See Satellite) limits, 3-8 ff, 15, 33 ff; 4-54 ff;

5-56, 80 ffs 7-26
(See Forbidden regions)

-T- region, 7-10
Triton. 7-1

Tail, geomagnetic, 4-58 ff Troposphere, 11-13
Temperature; Electron temper- (See Atmosphere)

ture, 3-3b; 5-71, 75, 78, t, Tunnel diode, 8-Z0 ff
105 ff; 8-10, 15 ff (See Diode)

Thermal control surface, 8-3, 44 Turbopause, 11-9
Thermal control, 8-3, 36 ff (See Atmosphere)
Thermal fluctuation, 5-4 Turbulence, plasma wave, 5-84;
Thermal plasma 7-5

(See Temperature) Turning point, 3-13 ff, 21 ff, 57
Thermal speed; Thermal particle; (See Mirror point-,

Thernialization, 3-ý., 18 ff, 38; Reflection)
5-9, 17, 76 ff; 7-2

Thermosphere, 11-12 ff
I (See Atmosphere) -U-

Thin film integrated circuit, 8-33
(See Integrated circuit) Ultra-low frequency (UIF), 2-33

Third adiabatic invariant UILF
(See Adiabatic invaria..t) (See Ultra-low frequency)

Threshold, 8-3, 29, 31, 35D Ultra-violet (UV) radiation, 8-31,
I Total mass velocity, 3-40 43, 45

(See Streaming relocity) Units
Transconductance, 8-32 cgs Gaussian, 3-1, 47 ff; 5-61
Transistor, 8-21, 25 ff, 44 electromagnetic (emu), 3-17,

(See Bipolar. . . ; Field 41, 44, 47 ff; 5-61
effect . . ; Metal oxide electron volt, 3-4 ff, 20
semiconductor...; Metal US standard atmosphere, 11-9, 15
insulated semiconductor...)

Transition region of magneto-
sphere, 1-4

i1 1 ~15-17
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F.i Vacancy, 8-I, I0 X-rays, 8-30, 67

•-"• (See Interstitial)

Velocity space, 5-13, 65 ff
Velocity space trajectory -y-
VoiSee Diffusion trajectory)

Very-high frequency (VHF), 9-2, Yield, beta yield; Detonation
14 energy, 6-2; 7-6 ff

VHF
(See Very-high frequency)

Very-low frequency (VLF), 2-35; "z-
5-96 ff, 107

VLF Zener diode, 8-20 ff
(See Very-low frequency) (See Diode)

Voltage at maximum power, 8-16 Zenith distance, 9-?5 ff, 31
Vulnerability

(See Satellite •

S-W-

(See Plasma wave)

absorption, 5-68, 81
(See Wave amplification)

amplification, t-68, 78, 80 ff,
92, 96, 103

growth, 5-78
(See Wave amplification)

particle interaction
(See Plasma wave)power spectrum i

(See Power apectrum)
reflection, 5-96 if
turbulence, 5-103

Weak diffusion, 5-96
Whistler mode; Whistler wave,

Z-35; 5-74, 76, 87, 94, 105 ff
Williams and Mead field model,

*1 2.28
"(See Geomagnetic. ..

Wings of radiation intensity, 6-29

Ai
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